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ABSTRACT

In the domain of target detection in mobile and embedded devices, neural network model inference 
speed is a crucial metric. This paper introduces YOLO-FLNet, a lightweight algorithm for detecting 
people in open scenes. The model utilizes the DFEM structure to capture and process high-frequency 
and low-frequency information in the feature map. Additionally, the VoV-DFEM structure, based 
on the concept of one-shot aggregation, enhances feature aggregation from different scales and 
frequencies in the backbone network. To validate its performance, experiments were conducted using 
publicly available datasets on a computer with dedicated GPUs. As a result, compared to YOLOv7-
tiny, YOLO-FLNet achieved a 0.3% mAP@0.5 improvement, reduced parameter size by 52.9%, and 
increased inference speed by 30.2%. These characteristics make it valuable for person detection in 
engineering domains, providing theoretical guidance for lightweight models in edge computing.
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The popularity of mobile phones and other devices in people’s daily lives and socialization in the 21st 
century has led to the generation of a significant amount of data. Correspondingly, many enterprises 
can now efficiently distribute and process this information due to the rapid development of cloud 
computing technology in recent years (Vano et al., 2023). However, cloud computing will have to 
bear inevitable delays, additional power consumption, and corresponding costs (Peñalvo et al., 2022), 
and the IoT system relying on it also faces challenges in software and hardware security (Gaurav et 
al., 2023; Memos et al., 2018) as well as the rationality of computing logic (Guebli & Belkhir, 2021). 
As mobile chips and embedded platforms continue to advance, offloading data to edge computing 
platforms for processing has become a viable solution (Kang, 2023). Edge computing technology 
offers real-time processing capabilities and improved security, partially mitigating the challenges 
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faced by cloud computing (Al-Qerem et al., 2020; Li & Huang, 2021; Stergiou et al., 2022). As 
computing power becomes more reliable on target platforms, researchers have shifted their focus 
toward edge algorithms. In particular, object detection algorithms applied in real-world scenarios 
have gained significant attention.

Currently, machine learning has been widely applied by researchers in various fields, including 
information security (Almomani et al., 2022; Li et al., 2022; Sahoo et al., 2021), autonomous driving 
(Arikumar et al., 2022; Prathiba et al., 2022), and agricultural production (Kumar et al., 2021; Dan, 
2022), and has demonstrated excellent results. Object detection algorithms, in particular, are closely 
related to these areas of study. Object detection, an essential research direction in computer vision, 
aims to identify specific objects in digital images. When designing relevant algorithms, researchers 
must consider classification accuracy, localization precision, and processing speed as the primary 
evaluation metrics. These metrics determine the suitability of algorithms for specific task scenarios. 
Early object detection algorithms relied on manual construction and clever feature analysis, resulting 
in unsatisfactory accuracy, running speed, and generalizability (Zaidi et al., 2022). With the birth 
and development of convolutional neural networks (CNNs) that can learn more robust and abstract 
features, explosive growth has occurred in fields such as natural language processing (Zhang et al., 
2023) and image processing (Al Sobbahi & Tekli, 2022). Based on this, when the region-based 
convolutional neural network (RCNN) appeared, the field of target detection entered a new stage of 
rapid development (Zou et al., 2023). Recent years have witnessed the proposal of various detection 
algorithms using different methods, such as anchor-based detectors, which have demonstrated excellent 
performance in detection tasks (Amjoud & Amrouch, 2023).

In object detection, classical two-stage detection algorithms, like Faster R-CNN, employ complex 
network models that can use the dataset of the input model directly for training. These algorithms 
first identify region proposals and then perform classification and position regression within these 
regions. This facilitates a more operable model training process and results in significantly improved 
precision and recall compared to traditional object detection algorithms. On the other hand, detection 
methods based on the one-stage concept, such as You Only Look Once (YOLO), achieve end-to-end 
object detection using a single CNN model. The core idea is to use the entire image as the input and 
directly regress the position of bounding boxes and their corresponding categories at the output. 
One-stage detection methods are generally faster than two-stage algorithms in terms of detection 
speed, making them preferable for scenarios with limited computing power. The YOLO algorithm 
has made significant contributions to the implementation of enterprise information systems and has 
demonstrated its commercial value across diverse fields, as evident in the findings presented in Table 1.

While the YOLO series detectors have shown promising potential in these domains, implementing 
lightweight enhancements tailored explicitly for detecting human targets on edge devices is imperative. 
Furthermore, enterprises often utilize edge sensors, such as closed-circuit cameras, in practical 
applications to collect personnel data in relatively open scenes. In light of these requirements, this 
paper proposes YOLO-FLNet, a lightweight model designed for edge computing, aiming to improve 
precision and inference performance. The model utilizes the diverse frequency extract module (DFEM) 

Table 1. Different improvement schemes

Involved 
Detector

Properties of the Standard Model (Input 640×640)
Application Area

params(M) FLOPs

YOLOv3 61.9 156 Traffic management (Al-qaness et al., 2021; 
Rudregowda et al., 2021).

YOLOv5s 7.3 16.4 Infrastructure management (Inam et al., 2023)

YOLOv7 36.5 103 Breeding industry (Ranjan et al., 2023)
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and its corresponding VoV-DFEM structure, introduced in this study, for extracting and aggregating 
features with differential frequency information. Additionally, the slim spatial pyramid pooling (SSPP) 
structure and light feature pyramid networks (light-FPN) with a compact design are incorporated to 
enhance the model’s recognition performance for multi-scale objects. The experiments used a subset 
from the MS COCO dataset (Lin et al., 2014) and PASCAL VOC (Everingham et al., 2010), which 
consists of personnel targets in open scenes. The results demonstrate that these innovations enable 
YOLO-FLNet to outperform other lightweight models in terms of mAP@0.5 and inference efficiency.

RELATED RESEARCH

Backbone
In recent years, researchers have made significant advancements in the field of lightweight backbones 
aimed at reducing the parameter count and improving the detection accuracy and inference efficiency 
of neural network models. Important considerations among these advancements include model size 
reduction, memory access cost (MAC), and the computational efficiency of the GPU. Taking the 
impact of MAC on model performance into account, Lee et al. (2019) proposed VoVNet, which 
adopts the OSA concept. VoVNet achieves a speed twice as fast as densely connected convolutional 
networks and reduces energy consumption by over 1.5 times. Han et al. (2020) observed the feature 
maps generated by residual structures and found that many of them are redundant and can be obtained 
through linear transformations. Consequently, they proposed the ghost convolution module, which 
can selectively process intrinsic feature maps and ghost feature maps differently. By partitioning the 
features along the channel dimension into different branches, the ghost convolution module effectively 
reduces the parameter size, improves computational efficiency, and maintains the module’s feature 
extraction capability. It has been proven to achieve outstanding performance in model lightweighting 
and runtime efficiency (Ma et al., 2023; Xu et al., 2022; Zhao et al., 2021). Jiang et al. (2022) 
discovered that when the spatial information of high-resolution feature maps interacts effectively with 
the semantic information in low-resolution feature maps, even models with extremely lightweight 
backbone networks can achieve good detection performance on the COCO dataset. To strike a balance 
between more robust learning capability during training and higher efficiency during inference, Ding 
et al. (2021) applied the re-parameterization technique in RepVGG to adjust the model structure. This 
technique allows RepVGG to maintain higher accuracy while achieving an inference speed that is 83% 
faster than the classic deep residual network. To lightweight the model and enhance its robustness 
against interference, Zeng et al. (2022) designed the improved dense dilated convolution (IDDC) block 
in the network structure. Their proposed LDSNet limits the parameter size to within one million while 
maintaining high accuracy. In their research, Huang et al. (2022) proposed the lightweight oriented 
object detector (LO-Det) and dynamic receptive field (DRF) to improve the detection performance of 
the model. The CSA-DRF component exhibited good efficiency and accuracy in their experiments. 
Mehta and Rastegari (2021) introduced the MobileViT block, a lightweight universal transformer 
structure suitable for mobile devices. As a backbone, it reduces the parameter size by over 90% 
compared to ResNet-101. These creative efforts have yielded practical achievements in various fields. 
However, the decrease in feature extraction capability during the construction of lightweight models 
is a problem that cannot be ignored. Additionally, when feature maps are propagated in network 
models, they always carry specific frequency information. However, none of the abovementioned 
methods have specialized structures to extract such frequency-based information. In this research, 
a method is proposed to fuse features with different information frequencies in the feature maps to 
minimize the loss in precision.
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Feature Pyramid Networks
In practical object detection tasks, the targets may have different sizes and be occluded, among other 
situations. Early algorithms that only used a single feature map for prediction had limited receptive 
fields, and the generated regions were only associated with fixed areas of vague features, making 
it difficult for them to handle these challenging tasks. Fortunately, researchers have proposed the 
feature pyramid network (FPN) and path aggregation network (PANet) methods to enhance learning 
multi-scale feature representations with rich semantic information. These approaches have undergone 
extensive experimental validation, confirming their effectiveness. Considering the self-optimization 
ability of neural networks, Ghiasi et al. (2019) proposed the NAS-FPN, where the RNN structure 
in this research can construct and select merging cells in the model. This modular search makes 
the pyramid architecture easier to manage, and models adopting it have achieved state-of-the-art 
performance in various tasks (Ghiasi et al., 2019; Wang et al., 2021; Yu et al., 2021). Furthermore, 
Li et al. (2021) proposed AutoDet, which can enhance the efficiency of FPN and achieve an AP of 
47.3 on the COCO dataset. To better utilize contextual feature information, Wang and Zhong (2021) 
introduced an adaptive feature pyramid network, which primarily involves adaptive feature upsampling 
and fusion. After incorporating it into Faster R-CNN, it achieved a performance improvement of 1.0 
average precision (AP) on the COCO dataset. Additionally, researchers in EfficientDet (Tan et al., 
2019) proposed Bi-FPN with a weighted bi-directional design, which achieved a new state-of-the-art 
COCO AP of 55.1% while only using 77M parameters. To further improve the performance of cross-
scale connection (CSC), Wang et al. (2020) introduced an implicit feature pyramid network (i-FPN) 
based on fixed point iteration to generate balanced features with global receptive fields directly. This 
structure increased the AP of Faster R-CNN on the MS COCO dataset by 3.2%. To make the model 
adapt to more complex scenes of target categories, Kim and Chi (2021) proposed SAFFNet with 
self-attention, which contributed to improving classification accuracy. To optimize the detection of 
small volumes and high-density objects, Sun et al. (2022) proposed an FPN structure that can better 
fuse local and global features, achieving a 3.4% improvement in mAP@0.5 compared to YOLOv3. 
However, previous research has found it challenging to find effective methods for carefully fusing 
features with different frequency information in the backbone network. Therefore, this study proposes 
a lightweight FPN structure with a simplified design, which is used to efficiently aggregate complex 
features from different stages of the backbone network.

YOLO Series Algorithms
Considering the demand for lightweight deployment, one-stage detectors are naturally considered first 
at the algorithm level. As a classic algorithm in one-stage object detection, YOLO plays a significant 
role in developing real-time detection. Compared to the classical two-stage models, YOLO does 
not require a region proposal process and only needs one forward computation of the convolutional 
neural network to perform object detection and classification simultaneously. It can achieve a frame 
rate of 45 FPS on GPUs. Viewed from the standpoint of the YOLO algorithm family’s evolution, the 
incorporation of pioneering elements, including anchor boxes, batch normalization, and FPN, has 
resulted in remarkable advancements in accuracy and inference speed with the introduction of the third 
generation. Based on these advancements, subsequent models, such as YOLOv4 (Bochkovskiy et al., 
2020), YOLOv5 (Jocher, 2021), and YOLOX (Ge et al., 2021), introduced different improvements 
in the input, backbone network, multi-scale feature aggregation, and output, resulting in significant 
performance improvements in various aspects.

In recent studies, researchers have introduced novel designs in YOLOv7 (Wang et al., 2022). 
YOLOv7 offers models of varying scales, such as YOLOv7-W6 and YOLOv7D6, which have 
different sizes and depths for various usage scenarios. In larger-scale models, such as YOLOv7-E6E, 
an extended efficient layer aggregation network (E-ELAN) is introduced. Compared to the efficient 
layer aggregation network (ELAN) used in smaller-scale models in YOLOv7, E-ELAN only changes 
the architecture of the computation block, allowing for grouped parallel computing in the calculation 
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process without modifying the architecture of the transition layer. Based on this module, researchers 
also proposed using model scaling for concatenation-based models, which matches the depth and 
width scaling factors with ELAN or E-ELAN structures to adapt to different scenarios. On the other 
hand, YOLOv7 redesigns an application strategy related to re-parameterization. Additionally, the 
model employs RepConv at the end to improve detection precision without significantly increasing the 
inference time. In the training process, larger YOLOv7 models use lead head predictions as guidance 
to generate hierarchical labels from coarser to finer levels, which are used for both auxiliary head and 
lead head learning. With the introduction of these innovative designs, YOLOv7 surpasses the target 
detectors in speed and precision within the range of 5–160 FPS. Particularly on the COCO dataset, 
YOLOv7-E6E achieves a maximum AP improvement of 13.7% compared to Meituan/YOLOv6-s 
(Li et al., 2022).

This paper introduces the YOLO-FLNet model to optimize person recognition in open scenes 
and platforms with limited computing resources, utilizing the YOLO series algorithms framework. 
Firstly, the paper introduces the diverse frequency extraction module, which extracts and blends the 
information of different frequencies in the features through two similar stages with double branches 
and cascades and outputs them along the channel direction at the end of the branches. Based on this 
structured design, the VoV-DFEM module can effectively fuse the feature information from different 
stages of DFEM through a single pathway. The VoV-DFEM module is applied in the lightweight-
designed light feature pyramid networks to efficiently combine multi-scale, multi-frequency features 
from the backbone network. Additionally, the paper employs SSPP at the end of the backbone network 
to extract more abstract information at different resolutions, complementing the use of DFEM.

Lastly, compared to the lightweight YOLOv7-tiny model, the YOLO-FLNet with these novel 
modules achieves a slight improvement in mAP@0.5 while reducing the parameter size and 
inference time to 3.93M and 6.3ms, which account for approximately 52.9% and 30.2% optimization, 
respectively. The main contributions of this work can be summarized as follows:

1) 	 This paper introduces the DFEM, SSPP, and VoV-DFEM. Experimental results demonstrate 
their capability to effectively separate and aggregate robust features from input information of 
different sizes and frequencies in neural networks.

2) 	 The paper presents a lightweight backbone network structure and light-FPNs. Empirical evidence 
suggests that these structures can demonstrate good performance in tasks with a more streamlined 
architecture.

3) 	 The proposed YOLO-FLNet represents a feasible solution for target detection applications with 
limited computational power. It combines computational efficiency, storage efficiency, and 
detection precision, as confirmed by experimental validation.

IMPLEMENTATION OF THE NETWORK

Network Architecture of YOLO-FLNet
Among the various models in the YOLOv7 series, YOLOv7-tiny is a lightweight model suitable 
for edge computing scenarios (see Figure 1). Regarding the ELAN, spatial pyramid pooling, and 
convolutional spatial pyramid pooling (SPPCSPC) structures in YOLOv7, YOLOv7-tiny has 
downscaled them. After inputting a 640x640 image, the model first goes through processing by its 
backbone network. The generated features at different resolutions are then fused through the head 
structure and subjected to final regression prediction after being processed by the IDetect detection 
head. On the COCO dataset, the YOLOv7-tiny model achieves a 25% improvement in AP and a 0.2% 
improvement in inference speed compared to the Meituan/YOLOv6-n model.

To better adapt to applications in edge computing scenarios, this paper further improves the 
model’s backbone and head based on YOLOv7-tiny. Through steps such as network structure analysis, 



International Journal on Semantic Web and Information Systems
Volume 19 • Issue 1

6

module replacement, model training, and model testing, a lightweight network model called YOLO-
FLNet is proposed for applications with limited computing power. This model utilizes an efficient 
and lightweight backbone and a head structure capable of efficiently aggregating complex features 
(see Figure 2).

Taking a 640x640 input tensor as an example, in the backbone of YOLO-FLNet, after 
downsampling through the second CBL block (comprising a convolutional layer, BN layer, and 
Leaky ReLU) with a stride of 2, a feature map with a size of 160x160 is obtained. Subsequently, the 
DFEM structures and CBL blocks are alternatively used to further extract features of different scales.

Diverse Frequency Extract Module
DFEM is a core component in the backbone network of YOLO-FLNet. Its crucial functionality involves 
using Maxpool and convolution to reduce the model’s parameter size and computational cost. After 
passing through a certain depth of the neural network, the output features from convolution and other 
computational units are already capable of differentiating target information from background or 
foreground information to some extent. At this stage, Maxpool can extract information with drastic 
changes in image or semantics in the form of extreme values within a region, thereby extracting high-
frequency features. As shown in Figure 3, this unit can be divided into two stages by the channel 
shuffle operation, with each stage containing two branches for extracting different frequency features.

When the feature map is passed into the first stage of this module, it is divided into two parts in 
the depth direction by the channel split operation. Then, these are processed separately in different 
branches for feature extraction. In the high-frequency information extraction branch, a Maxpool layer 
with a kernel size of 3x3 and a stride of 1 is used to extract the maximum value within the feature 
range, thus extracting the high-frequency information from the feature map. In the other branch, a 

Figure 1. The structure of the YOLOv7-tiny
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convolution with the same kernel size and stride is used to process the input feature map and extract 
relatively lower-frequency information. The information of different frequencies extracted by these 
two branches is stacked and interleaved in the depth direction through channel shuffle, allowing the 
information to be recombined to obtain mixed-frequency features, which serve as input for the second 
stage. The same operation is performed in the branches of the second stage, and the separated features 
will be stacked pointwise to obtain the final output of this module.

In each stage of DFEM processing, the feature map is partitioned into equal scales based on the 
number of channels. Subsequently, it undergoes processing without altering the channel number, 
followed by merging. The resulting feature map maintains the same size and channel number as the 
input. This method guarantees that half of the branches in DFEM have no additional parameters, 
while the input channels of the convolutional layers in the other half are halved from the initial 
input channel number. This design achieves a lightweight structure while extracting features based 

Figure 2. The structure of the YOLO-FLNet
Note. DEFM is the equal-scale sampling unit, and VoV-DFEM is the subsampling unit based on DFEM.

Figure 3. The structure of the diverse frequency extract module
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on differences in information distribution. In other words, the DFEM module can separate different 
frequency features, like person and background, with fewer parameters.

Slim Spatial Pyramid Pooling
The variations in these backbone networks necessitate corresponding adjustments to the model’s 
head section to ensure adaptability. To obtain feature maps with multiple resolutions at the end of 
the backbone network, this research proposes a slim spatial pyramid pooling (SSPP) structure, taking 
inspiration from ELAN and the SPPF structure in YOLOv5. This structure is connected to the end of 
the backbone in the head (see Figure 5). If we let the input feature map of this module have C channels, 
after passing through the point-wise CBL block, the channels are compressed to 1/4C. Then, they 
undergo three consecutive Maxpool layers. The output results of each structure are stacked along the 
channel direction and processed by the CBL block to produce an output with 1/4C channels.

This design effectively reduces the width of the SPP structure through the concatenation of 
Maxpool layers. Adopting the OSA design improves the computational efficiency of the model. At 
the same time, SSPP ensures the structure’s receptive field while effectively limiting the module’s 
parameter size. In summary, SSPP enables the processing of multi-scale features with reduced 
parameter and computational requirements.

VoV-DFEM
In addition to SSPP, the head section of the model incorporates innovative computational modules to 
further enhance its capabilities. To better handle complex information with different resolutions and 
frequencies, VoV-DFEM was designed based on DFEM. The main computational part of this unit, 
as shown in Figure 4, includes one DFEM and two CBL blocks. The input feature map in this unit 
is first compressed using a point-wise operation by a CBL block, and the resulting output is passed 
into DFEM to extract features of different frequencies. Subsequently, the outputs of the convolutional 
and DFEM stages in this processing pipeline are concatenated along the channel dimension, and the 
output of the CBL block serves as the final result of this unit.

In this structure, inspired by the OSA design approach mentioned in VoVNet (Lee et al., 2019), 
the features extracted at each stage of the process are directly aggregated in the channel dimension at 
the end of VoV-DFEM. This effectively separates the features required for subsequent processing from 
the rich information extracted by each stage. Moreover, by applying OSA, the MAC of this structure 
is reduced, leading to improved computational efficiency. Based on this, it can be concluded that 
this module combines the feature separation function of the DFEM module for different frequencies 
while also possessing computational efficiency in its structure.

The Designed Backbone Network and FPN
To apply the abovementioned modules more effectively, it is necessary to make corresponding 
modifications to different model components. In the backbone network of YOLO-FLNet, we replaced 

Figure 4. The structure of slim spatial pyramid pooling
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the ELAN module from the original YOLOv7-tiny backbone network with DFEM. They are connected 
by CBL blocks, enabling efficient extraction, separation, fusion, and activation of information of different 
frequencies in the input image. The output of the second DFEM (P1), the third DFEM (P2), and the end 
of SSPP (P3) of the backbone network are sequentially passed into the light-FPN, as shown in Figure 6.

In light-FPN, the features from SSPP are first stacked with the larger-sized features received from 
the backbone after CU block processing. Subsequently, these stacked features are processed by VoV-
DFEM. The result of this processing is then subjected to the same treatment by another VoV-DFEM 
module. The outputs of these two VoV-DFEM modules undergo reparameterized convolution and 
finally pass through IDetect for model output. This pyramid network architecture efficiently handles 
multi-resolution features, including frequency information, from the backbone network.

EXPERIMENTAL DESIGN

This paper trains YOLO-FLNet on publicly available datasets and evaluates its performance in 
detecting human targets within specific scenarios. First, to demonstrate the performance of the 

Figure 5. The structure of VoV-DFEM

Figure 6. The structure of light feature pyramid networks



International Journal on Semantic Web and Information Systems
Volume 19 • Issue 1

10

final lightweight person object detection model, a comparison is made with state-of-the-art object 
detection algorithms. Second, ablation experiments are conducted to assess and explain the impact 
of the lightweight modules designed in this paper on model detection precision, inference speed, 
and model size.

Experimental Environment
The implementation of the solution utilized a software environment comprising the Windows 10 
operating system, PyTorch 1.9.0 based on Python 3.9 as the deep learning framework, CUDA 11.1, 
and cuDNN 8.0.5 for computational architecture. The hardware conditions included an NVIDIA 
GeForce RTX 3090 GPU with 24GB memory, Intel i7 12700KF CPU, and 32GB RAM. During the 
experiments, the model was trained on the GPU using an optimizer. In order to ensure experiment 
reproducibility, the methods and hyperparameters used for model training remained consistent across 
different model training setups. The experimental settings were as follows: no pre-trained weights were 
utilized for training; the stochastic gradient descent (SGD) optimizer with an initial learning rate of 
1e-2 was chosen, with optimization momentum and corresponding weight decay set to 0.937 and 5e-4, 
respectively; training was conducted for 300 epochs with a warm-up period of three initial training 
epochs; and random translation, horizontal flipping, HSV color space transformation, and mosaic 
augmentation were applied to the input images to enhance the robustness of the features learned from 
the data. During testing, the confidence and IOU thresholds were set to 1e-3 and 0.5, respectively.

Dataset
In enterprise information systems, the personnel targets captured by edge devices, such as monitors 
in closed-circuit surveillance systems, are commonly situated a significant distance from the camera, 
resulting in a wide field of view. To simulate the object data in open scenes more accurately, this 
experiment utilized a dataset comprising 5,000 images sampled from MS COCO and PASCAL 
VOC. The dataset primarily includes open scenes typically encountered in people’s daily lives, such 
as streets, shopping malls, parking lots, and natural environments. No relatively complex patterns 
appear in these background scenes, and the size of the human objects does not dominate the overall 
image composition. Moreover, the dataset includes human targets from different age groups, focusing 
primarily on young adults. These human targets exhibit various states, including walking, standing, 
sitting, and dancing. The corresponding labels for these images consist of 13,259 ground truth bounding 
boxes. To maintain the aspect ratio, the images were resized proportionally to have a maximum side 
length of 640 pixels. They were padded with zero values along the shorter side, resulting in 640×640 
images. By analyzing the ratios of the longer side of each scaled bounding box to the image side 
length, the label distribution of the dataset was obtained, as presented in Table 2.

In the processed dataset, most of the ground truth bounding boxes have a longer side that occupies 
up to 60% of the image side length, indicating medium-sized or slightly smaller targets. Additionally, 
the dataset includes a smaller proportion of large and extremely small object boxes, which more 
closely resembles the image acquisition scenarios in the practical deployment of the algorithm. To 
ensure the normal operation of the experiments, a random selection of 3,000 images from the dataset 
was allocated for model training, while the remaining 2,000 images were divided equally, with 1,000 
images used for validation and 1,000 images used for testing.

Table 2. The size statistics of the ground true box in 640×640 image after processing

Proportion of the longest edge of the box (%) 0–20 20–40 40–60 60–80 80–100

Box quantity ratio (%) 36.4 45.4 15.2 2.4 0.6
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Evaluation Criteria
The experiments employed commonly used performance analysis metrics in the field of object 
detection as evaluation indicators for the models: precision and recall. True positive (TP) predictions, 
false positive (FP) predictions, and false negative (FN) predictions were utilized for calculating 
these metrics. Precision represents the proportion of accurately detected targets among all positive 
predictions, with a higher value indicating fewer errors in the predicted results. Recall represents 
the proportion of correctly detected positive instances among the actual positive instances, with a 
higher value indicating fewer missed positive instances. During the calculation of precision and recall, 
the confidence threshold and intersection over union (IOU) threshold had to be considered as they 
significantly affected the computation results. The calculation formulas for precision and recall are 
represented by Equations 1 and 2, respectively.

Precision
TP

FP TP
=

+
	 (1)

Recall
TP

FN TP
=

+
	 (2)

The precision–recall (P–R) curve can be plotted based on precision and recall statistics. The 
average precision (AP) is calculated based on the area enclosed by the curve and the recall axis. 
Introducing AP allows for a comprehensive evaluation of the object detection performance of the 
model. For the experimental task in this paper, as only human targets are detected, the mAP value is 
equal to the AP value, and its calculation follows Equation 3. Additionally, the number of parameters 
and inference time are essential metrics for evaluating the model’s performance in this experiment.

AP P R dR= ( )∫ 0
1

	 (3)

Comparison with State-of-the-Art Models
To establish the superiority of YOLO-FLNet in the field of detection tasks on the dataset, the 
experiment involved comparing its performance with several one-stage algorithms that have exhibited 
exceptional results. The experimental results are presented in Figure 7. Based on these results, 
the following conclusions can be drawn: YOLO-FLNet outperforms the other networks regarding 
model size, computational complexity, inference latency, and frames per second (FPS). It showcases 
significant parameter count and inference speed optimizations, even when compared to lightweight 
models such as YOLOv7-tiny and YOLOv5s. Specifically, compared to the larger-scale YOLOv5s, 
YOLO-FLNet achieves comparable mAP@0.5 performance while reducing parameter count by 46.5% 
and improving inference speed by 22.3%. The precision improvement resulting from models with 
more parameters, such as YOLOv7-X and YOLOv5l, should not be ignored; nevertheless, YOLO-
FLNet, being the most compact model, possesses merely 5.6% of the parameters in YOLOv7-X and 
8.5% of YOLOv5l, alongside significantly improved inference speed, providing it with a distinct 
advantage for the given task.

Ablation Experiments
To further explore the impact of the DFEM, SSPP, and Light-FPN on the model’s performance in this 
task, different improvement schemes were tested on the data mentioned above, and the combinations 
of these schemes are shown in Table 3. In the FL-CBL scheme, the CBL block replaced the Maxpool 
layer connected to ELAN in the backbone network, compared to YOLOv7-tiny. In the FL-DFEM 
scheme, the DFEM replaced the ELAN structure in the original backbone network with CBL blocks 
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used to connect modules. In the FL-SSPP scheme, only the SSPP was used to replace the SPPCSPC 
structure at the end of the backbone network. Based on FL-DFEM, the FL-DFEM-SSPP scheme 
applied the SSPP module in the head, while the FL-DFEM-LFPN scheme adopted the light-FPN 
structure. The FL-DFEM-SSPP-LFPN scheme utilized all the optimization modules designed in 
this study.

Stability Testing
Before proceeding with further experiments, validating the stability and rationality of the proposed 
approach used in the experiments was essential. Figure 8(a) shows each scheme’s recall–epoch 
relationship during the training process, where the x-axis represents the training epochs, and the y-axis 
represents the corresponding recall at each epoch. It can be observed that with the increase in epochs, 
the recall of models using each scheme tends to stabilize after a rapid increase, reaching a relatively 
stable state at around 200 epochs. This indicates that the abovementioned optimization schemes have 
almost no negative impact on the learning performance of the model while adjusting its structure 
and can effectively optimize the model’s performance in a smooth manner. Among them, the model 
obtained from the FL-DFEM-SSPP-LFPN scheme achieves a 1.5% increase in recall compared to 
YOLOv7-tiny, demonstrating its more reliable object detection capability.

Based on the above performance, this study further investigated the influence of different batch 
sizes on the precision of the FL-DFEM-SSPP-LFPN scheme, as shown in Figure 8(b). The trend of 
this scheme remained consistent across different batch sizes, fully demonstrating the stability and 
reliability of the proposed improvement points in this paper. In addition, the model obtained with a 

Figure 7. Comparison of object detection algorithms on the test set

Table 3. Different improvement schemes

Scheme CBL DFEM SSPP Light-FPN

FL-CBL ✓

FL-DFEM ✓ ✓

FL-SSPP ✓

FL-DFEM-SSPP ✓ ✓ ✓

FL-DFEM-LFPN ✓ ✓ ✓

FL-DFEM-SSPP-LFPN ✓ ✓ ✓ ✓
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batch size of eight had a relatively high mAP of 90.1, with differences of within one percentage point 
compared to other training strategies, indicating the rationality of the batch size value set in this study.

Performance Testing
The results of the ablation experiments are shown in Figure 9. These indicate that introducing different 
computational units in each scheme can impact the model’s parameter size, FLOPs, latency, and 
precision. In the FL-CBL scheme, although introducing the relatively simple CBL structure results 
in a 0.3% improvement in mAP@0.5 compared to YOLOv7-tiny, the cost is an increase in model size 
and inference time. By contrast, in the FL-DFEM scheme, the precision decreases, indicating that the 
original feature pyramid structure cannot effectively aggregate information of different frequencies 
and sizes extracted by DFEM. The results of the FL-SSPP scheme indicate that SSPP contributes 
to reducing the model’s size and computational complexity, with an optimization of approximately 
0.58M parameters and 0.4 GFLOPs, respectively, leading to a slight reduction in inference time. 
Similarly, in the FL-DFEM-SSPP scheme, the improvement in computational efficiency leads to a 
slight reduction in latency of approximately 0.1ms and an increase of 0.2% in mAP@0.5. In the FL-
DFEM-LFPN scheme, the fusion of complex features extracted by the light-FPN backbone network 
resulted in significant reductions of 1.81M parameters and 0.8 GFLOPs, leading to an effective 
reduction of 1.7ms in inference time. This indicates that applying VoV-DFEM to the designed head 
part can improve the model’s inference performance. For the FL-DFEM-SSPP-LFPN scheme, both the 
model size and computational complexity were significantly optimized compared to YOLOv7-tiny: 
the reductions in parameters and inference time were approximately 52.9% and 30.2%, respectively, 
and there was a 0.3% improvement in mAP@0.5 compared to YOLOv7-tiny. Finally, this study aimed 
to strike a balance between model performance and inference speed during the actual deployment 
process by considering performance indicators such as mAP@0.5, storage capacity, and computational 
requirements while addressing the task of detecting human subjects in open scenes with YOLO-FLNet. 
The proposed solution adopted in this research to address this challenge is FL-DFEM-SSPP-LFPN.

Edge computing platforms, such as smartphones and embedded development platforms, are 
limited by power consumption, architecture, and heat dissipation design. They have strict requirements 
for various performance aspects of algorithms. Therefore, when considering the actual application 
scenarios of the model, YOLO-FLNet, which efficiently improves the model size and inference speed 
with an advantage in precision, is a reasonable candidate. In user-operated applications specifically, the 
optimization of inference speed by 30.2% significantly enhances the user experience by delivering a 

Figure 8. (a) Recall–epoch curves of improvement schemes, (b) mAP–epoch curves of scheme FL-DFEM-SSPP-LFPN with 
different batch sizes
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smoother frame rate. From a functional perspective, this level of improvement leaves more performance 
headroom to extend other algorithmic functionalities, including object tracking, based on the detector.

Feature Visualization
In order to visually validate the rationality of DFEM as the core module, the visualization effects of the 
backbone networks of YOLO-FLNet and YOLOv7-tiny are presented in Figure 10. Specifically, the 
visualized feature maps in each row correspond to the ELAN module and DFEM of YOLOv7-tiny and 
YOLO-FLNet, respectively, at corresponding positions in the backbone network. In the Module 1 stage, 
the boundaries between the person and the surrounding scene and the internal regions of the person 
are more distinct in YOLO-FLNet, indicating that the DFEM efficiently separates regions with drastic 
pixel value changes. In the Module 2 and Module 3 stages, the target contours are filled with more 
light colors (yellow), indicating that the DFEM provides additional high-level semantic information 
in those regions. In the Module 3 stage, near the end of the backbone, information abstracted from 
the deep network manifests as light colors in the target positions. At the same time, the background 
appears dark (blue), which is opposite to YOLOv7-tiny. Finally, both models yield similar detection 
results, suggesting that the DFEM can effectively extract features from input images based on the 
frequency of information in pixel features, with greater sensitivity towards high-frequency information.

CONCLUSION

Anticipating future trends, the continuous enhancement of edge platform performance, coupled 
with their cost advantages, will lead to an increasing adoption in commercial procurements and a 
broadened application in enterprise information systems. This, in turn, will generate a growing demand 
for lightweight detection algorithms to meet evolving requirements. Handling human image data 
captured in open scenarios occurs regularly during these systems’ operational processes. However, 
computing power is severely limited on terminals such as smartphones, embedded devices, and other 
platforms, making image detection challenging. To enhance the detection performance of the model 
in such scenarios, this paper introduces several innovative designs: a lightweight computational 
module including DFEM, SSPP, and VoV-DFEM; a simplified backbone network structure; and 
light-FPN. Based on these innovations, the study demonstrates the effectiveness of YOLO-FLNet, 
which incorporates these advancements through comparative and ablation experiments. YOLO-FLNet 
demonstrates outstanding performance in terms of model size, speed, and precision. Simultaneously, 
its ability to efficiently capture personnel locations in real time enables easy functionality expansion 
by defining output interfaces for other applications.

Figure 9. Ablation results of different schemes on the test set
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Due to limitations in experimental conditions and time constraints, this paper only validates 
particular types of targets in specific scenes using a limited dataset. Future studies should test more 
diverse datasets and categories. These datasets should contain images captured in complex scenarios 
with challenging foreground and background conditions, such as contamination and occlusion. 
In terms of applications, deploying this model on edge devices such as embedded development 
boards will unlock its full potential in industrial production and daily life contexts. Furthermore, by 
integrating additional technologies, such as facial recognition and multi-object tracking algorithms, 
enterprise information systems can provide enhanced practical solutions for personnel management, 
encompassing security control and personnel tracking analysis.
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Figure 10. Feature visualization of part of the network layer in YOLOv7-tiny and YOLO-FLNet
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