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ABSTRACT

This paper aims to analyze the predictive effect of artificial intelligence on user demand in big 
data social media and to provide suggestions for developing enterprise innovation frameworks and 
implementing marketing strategies. In response to the inconsistency between the supply of enterprise 
products and services and market demand, deep learning algorithms have been introduced using social 
media big data analysis. This algorithm has been improved to construct a user demand prediction 
model in social media big data based on bidirectional long short-term memory (BiLSTM) fused with 
Word2Vec. The model uses data acquisition and pre-processing, Word2Vec algorithm to vectorization 
the data information, and BiLSTM network to model and train the sequence. Finally, the model is 
evaluated as an example.
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INTRODUCTION

With the continuous deepening of globalization, social media has become an integral part of people’s 
daily life. The rapid increase in user activity and information exchange on social media platforms can 
provide companies with a larger market and more opportunities to obtain user data. In this increasingly 
competitive market environment, these data can help companies better understand market demand and 
consumer behavior, enhance their competitiveness and economic efficiency, and increase the market 
share (Meng et al., 2022; Rajković et al., 2021). However, these methods suffer from information lag 
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and limitations, often making it difficult to make timely and accurate predictions of rapidly changing 
market demands. To better predict consumer demand and behavior, companies need to master and 
analyze a large amount of data (Chen et al., 2021). With the popularization of the Internet and social 
media, the application of big data is becoming increasingly widespread. Social media has become a 
highly potential source of data. Big data analysis techniques are used to analyze user behavior and 
speech in social media. Enterprises can better understand consumers’ needs and preferences and adjust 
product and service strategies (Lei et al., 2022; Tajpour et al., 2023). Therefore, how to use social 
media big data to predict user needs accurately has become the focus of many scholars in related fields.

With the rise and popularity of social media, more and more people are starting to express their 
opinions and needs through social media. Using big data on social media for demand forecasting 
has become a new approach, and many scholars have conducted relevant research. Feng et al. (2021) 
studied environmental governance startups and pointed out that the information sharing of venture 
capital networks and social media positively correlated with investment performance. In social 
media, the degree of enterprise risk information sharing was increasing. Based on the native big data 
of the Internet of Things, Chen and Du (2022) elaborated on the blocking process of the evolution 
of Online Public Sentient (OPS) and utilized artificial intelligence (AI) technology and big data to 
simulate and predict the development of OPS. The results indicated that Adam’s optimized Long 
Short-Term Memory (LSTM) neural network model could predict the heat of OPS in dynamic 
evolution with high prediction accuracy. Dai (2022) improved the existing CNN and applied it to 
social media for predicting user demand in the stock market. The results showed that the proposed 
improved convolutional neural network had significant advantages in prediction accuracy based on 
specific data from the Chinese stock market for empirical analysis. Liu and Chen (2023) proposed a 
new potential feature topic model and introduced a time series model to establish a topic evolution 
network. The high-frequency words from three periods in social media were compared and analyzed. 
The results showed that the topic model found the evolution law of AI domain knowledge structure. 
The research of these scholars shows that the digital transformation of enterprises is the strategic 
demand of enterprise development at present and that it plays an important role in promoting economic 
benefits. However, there are relatively few relevant studies on user demand prediction in enterprise 
products from the perspective of social media big data, such as on the specific influencing factors of 
the development direction of social media big data.

Under the globalized economy, this paper aims to develop an innovative social media big data 
analysis framework for predicting market demand and consumer behavior; it has extremely practical 
significance for developing enterprise innovation frameworks and optimizing marketing strategies. 
The innovation addresses the inconsistency between the supply of enterprise products and services 
and market demand. Deep learning algorithms are introduced based on social media big data analysis, 
and a user demand prediction model in social media big data is constructed using Bidirectional 
Long Short-Term Memory (BiLSTM) fused with Word2Vec. Ultimately, the data on social media 
is analyzed and predicted to provide more valuable marketing recommendations for optimizing 
enterprise products and services.

The overall organizational structure is divided into four sections. Section 1 is an introduction 
explaining the background related to the development of social media under the rapid development 
of globalization. Additionally, this section summarizes and analyzes the current related research and 
gaps and puts forward innovations and contributions. Section 2 models social media big data. Deep 
learning is introduced, and a user demand prediction model based on BiLSTM fused with Word2Vec 
in social media big data is constructed. Section 3 discusses the experimental design and provides the 
performance evaluation. The model’s performance is evaluated and compared with different schemes 
for discussion and analysis. Section 4 is the conclusion, briefly describing the results and explaining 
this research’s limitations and prospects.



Journal of Organizational and End User Computing
Volume 35 • Issue 3

3

METHOD

Analysis of Social Media Big Data
Compared to traditional methods, social media big data has the advantages of instant information, 
a wide range, a large data volume, and multiple types of data, which can more comprehensively 
reflect the changing trends of market demand (Korcsmáros & Csinger, 2022; Sakas et al., 2022). 
However, the use of social media big data for demand forecasting still faces a series of challenges. 
The characteristics and problems of big data social media are shown in Figure 1.

In Figure 1, it is shown that the quality of information on social media varies, and there is a 
significant amount of noise and error. Humans need to use effective algorithms for data cleaning and 
pre-processing. Secondly, the scale of big data social media is enormous, and extracting effective 
information from it and analyzing it is also challenging.

In addition, how to combine big data social media with traditional sales data to understand 
changes in consumer demand and achieve more accurate predictions of enterprise marketing strategies 
and product planning is also an important issue. In order to provide more precise market demand 
prediction for enterprises, big data enterprise is extracted through data collection, pre-processing, 
feature extraction, and modelling prediction (Ye & Chen, 2021). The information extraction process 
in social media big data is shown in Figure 2.

In Figure 2, crawler technology collects information related to enterprise products on social media. 
Secondly, this information is analyzed and processed, extracting features and keywords pertaining 
to demand prediction. Then, the machine learning model models and predicts consumers’ needs and 
behavioral trends based on these features and keywords. Finally, the predicted results are fed back 
to the enterprise to develop more accurate marketing strategies and product planning (Abkenar et 
al., 2021; Tao et al., 2020; Zhou et al., 2020). Among them, machine learning algorithms extract 
information from big data from social media, which is the core of modelling and prediction.

Machine Learning Applied to Information Prediction 
Analysis of Social Media Big Data
Machine learning applied to information prediction analysis of social media big data is a method 
that utilizes AI technology to analyze and predict information trends and behaviors on social media. 
Massive social media data is processed and analyzed. Machine learning algorithms can explore the 
laws and patterns within them and apply them to future enterprise product planning prediction and 
analysis of marketing strategy behavior.

Figure 1. Characteristics and issues of social media big data
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When extracting information features from big data of social media, relevant evaluation feedback 
texts are used to classify user demand features, which can directly learn low-dimensional word vectors. 
The Word2Vec algorithm predicts similar texts around the text (Liu et al., 2022). The process of 
extracting information from big social media data using the Word2Vec algorithm is shown in Figure 3.

The log probability of any text surrounding a central word is maximized. The text vocabulary 
w w w

T1 2
, , ,  that need to be trained are given. The objective function is shown in Eq. (1):

Figure 2. Information extraction process in social media big data

Figure 3. Word2Vec algorithm for extracting information from social media big data
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In Eq. (1), c refers to the length of the window. The larger the window length, the more text 
vocabulary is trained and the higher the accuracy. p w w
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In Eq. (2), v  and v '  represent the “input” and “output” vectors of the distribution w. Therefore, 
each w has two vector representations. W refers to the number of words in the vocabulary. The gradient 
descent method maximizes the objective function and obtains the final output vector.

In the Word2Vec algorithm, each vector describes the word’s position in space. Therefore, spatial 
distance can represent the similarity between two words, meaning the similarity in grammar and 
semantics between two words (Feng & Chen, 2022). In the embedding space, the relationship between 
similarity can be determined using vector subtraction for category judgment, as shown in Eq. (3):

X X X X X X
apple apples car cars family familys
− ≈ − ≈ − 	 (3)

The Word2Vec algorithm can be used to analyze text and connect similar words. Adding an 
embedding layer between the input and the hidden layers of the original neural network can make 
the neural network more accurate. The Word2Vec algorithm can better represent word vectors in big 
data social media, reducing the learning cost of neural networks for user demand-related feedback 
texts in social media.

Usually, the information in social media big data is real-time, and understanding the temporal 
characteristics of data information is essential. This paper uses IOB2 to label the set. In this tag set, 
‘B’ refers to the first word in a labelled unit. ‘r’ refers to the word belonging to an intermediate or 
closing term in a labelling unit, representing the continuation. ‘O’ indicates that the word does not 
belong to any annotation unit. Therefore, the sequence label set is introduced, and the semantic 
recognition problem of text can ultimately be transformed into a sequence label problem. This paper 
formalizes the semantic recognition problem of text frames as a sentence, S w w w

n
=

1 2
, , , ; the 

target word w
t

 in the sentence and the frame f
wt

 to which it belongs are given. The sequence label 

set IOB2 is used to label each word in the sentence appropriately; t
i
. t B I O
i
∈ { }, ,  represents the 

semantic role boundary label corresponding to the i -th word in sentence S. A marker sequence 
T t t t

n
=

1 2
, , ,  is obtained. The semantic role recognition task is transformed into Eq. (4):

T P T t t t S w w w f
n n wt

* argmax , , , | , , , ,= = =( )1 2 1 2
  	 (4)

In Eq. (4), T *  refers to a proper sequence that can restore semantic role information.
BiLSTM, as an improved algorithm for recurrent neural networks (RNN), has become the 

mainstream model in this field. The standard RNN recursion execution is shown in Eq. (5):
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The creation of hidden layer output is referred to as h
t
 in Eq. (5). H is a nonlinear function, such 

as the straightforward tanh function or a chain of more intricate transformations. W is for weight. In 
an RNN, in addition to x

t
, the output h

t-1  of the preceding hidden layer is also included in the input 
of the hidden layer at time t. The information h

t-1  of the words before the t-th word in a sentence is 
used to forecast how the ruling will process the emotional information in the text.

The standard RNN also has two issues: Firstly, if the gradient transfer is too long, capturing 
long-distance dependencies in the sequence will be difficult. Secondly, the neural network may 
experience gradient vanishing or exploding when processing long sequences. The standard RNN 
has been improved. The most widely used structure is LSTM (Behera et al., 2021). Standard 
RNN or LSTM, however, can record information only about past sequences. Future information 
is occasionally required in sequence tagging, given the complexity of the sentences in the Chinese 
language. The information behind the current word (on the right) may be needed (Ali et al., 2021; 
Wadud et al., 2022). The forward and backward dimensions are used to analyze the periodicity of 
historical sequence data, namely BiLSTM. The application framework of BiLSTM in social media 
big data is shown in Figure 4.

In Figure 4, the fundamental design of the BiLSTM is to model the sequence from front to back 
(ahead) and from back to front (reverse) using two LSTMs in the hidden layer, respectively.

In Figure 4, the basic framework of BiLSTM is to use two LSTMs in the hidden layer to model 
the sequence from front to back (forward) and from back to front (backward), respectively. Then, their 
outputs are connected (Tripathi, 2021). The calculation of RNN from front to back is shown in Eq. (6):

h H W h x b
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The calculation of RNN from back to front is shown in Eq. (7):
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Figure 4. Application process of BiLSTM in social media big data
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concatenated. The cyclic units in BiRNN are swapped out for LSTM structures in BiLSTM. The two 
advantages are integrated to recognize information features and user needs in text sentences. Therefore, 
this paper combines BiLSTM and Word2Vec algorithms. This method can not only capture the 
semantic relationship between social media big data but also sequentially model the needs issued by 
users to achieve the effect of effective identification of user needs in social media big data.

Construction of User Demand Prediction Model in Social Media 
Big Data Based on BiLSTM Fusion With Word2Vec
When designing their business strategy, enterprises must clarify their services or products to meet 
the needs of target users. Therefore, the key to a company’s success in influencing the local market 
is whether the products it launches can meet market demand and whether the strategy is scientifically 
reasonable. This paper combines two algorithms, BiLSTM and Word2Vec, and uses the BiLSTM 
network to model the sequence of user requirements. Meanwhile, Word2Vec technology converts 
text into vector representations, allowing network parameters in deep networks to be updated and 
learned and capturing the semantic relationships between social media and big data. User needs are 
understood to provide brand enterprises with intelligent business intelligence and help them make 
marketing and decision plans. The user demand prediction model in social media big data based on 
BiLSTM fusion with Word2Vec is shown in Figure 5.

In Figure 5, the user demand prediction model is subjected to data pre-processing. User data 
on social media is cleaned and pre-processed, including with noise removal, word segmentation, 
and the removal of stop words. The pre-processed data trains the Word2Vec model to convert each 
word into a vector representation, thereby better capturing the semantic relationships between texts. 
The BiLSTM network models user requirements in sequence, transforming user requirements into 
vector sequences. This network is used to model sequences and capture the relationships between 
them. Finally, the vector output by Word2Vec and BiLSTM are fused to extract feature vectors for 
subsequent classification or regression tasks. When training and optimizing the model, the annotated 

Figure 5. Prediction model for user needs in social media big data based on BiLSTM fusion with Word2Vec
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training data is used to train the model. Optimization algorithms such as random gradient descent 
optimize the model and improve prediction accuracy.

During the training process, user needs are specifically rated. The loss function is shown in Eq. (8).

L y y y y,( ) = −( )1

2

2
	 (8)

The mini-batch method optimizes the loss function when the user demand is predicted. When 
the mini-batch method is used to reduce the value of the loss function, the learning rate needs to be 
dynamically adjusted. At the initial stage of training, a significant learning rate is required to speed 
up the decline of the loss function. However, in the later stage, it is necessary to reduce the value of 
the learning rate to avoid not reaching the optimal value for a long time. This paper uses the “Poly” 
learning rate adjustment method with polynomial decay (Khan et al., 2022), as shown in Eq. (9):

init lr
epoch

epoch

power

_
max_

× −










1 	 (9)

In Eq. (9), the initial learning rate init lr_  is 0.0005 (or 5e-4). The power is set to 0.9.
In the process of data information normalization, the normalization standards used in this paper 

are the minimum and maximum value normalization methods.

P P P P P' /
min max min

= −( ) −( ) 	 (10)

In Eq. (10), P  refers to the original data value at the current time. P P
min max

 and  refer to the 
minimum and maximum values of all data, respectively. P '  refers to the normalization result of user 
source data in all social media requests.

The actual output projected data must be returned to its original size using a normalization 
reduction function after normalization is finished in the data input stage. Eq. (11) illustrates the 
reduction functions for the minimum and maximum standardization procedures.

P P P P P
e ePr Pr max min min

' /= −( )+ 	 (11)

In Eq. (11), P
e

'
Pr

 refers to the predicted output value of the unreduced BiLSTM neural network. 
P

ePr
 refers to the expected value of social media big data after restoration. Weighted Cross Entropy 

(WCE) is employed as a cost function throughout the training process to enhance model training 
(Chen & Du, 2022a; Kaladevi & Thyagarajah, 2021).

Experimental and Performance Evaluation
Through the experimental design and data collection methods, this paper can verify the performance of 
the proposed user demand prediction model based on BiLSTM fused Word2Vec in social media big data.

This paper uses Matlab simulation software to simulate it. The data obtained in the experiment 
all come from the group comments about Midea on the Weibo APP platform. Among them, 6,121 
texts of 25 frames are selected as corpus. 3×2 cross-validation is adopted for experiments. The 
corpus is divided into four parts of the same size, two of which are selected as the training set; the 



Journal of Organizational and End User Computing
Volume 35 • Issue 3

9

remaining two are used as the verification set, and 2-fold cross-validation is implemented, so there 
are six sets of results in total. Additionally, when dividing the corpus, the example sentences under 
each framework are evenly divided into each part according to the lexical units, ensuring the balance 
of the framework and lexical units of the training and verification sets.

The model uses the mini-batch gradient descent algorithm to update model parameters (Ali, 
El-Sappagh, et al., 2021). The batch size is set to 10. Each iteration uses 10 sentences to update the 
parameters. The learning rate attenuation coefficient is 0.05. Due to 3×2 cross-validation, the training 
set is half of the corpus, and the training corpus is relatively small. In order to prevent overfitting, the 
model training uses the dropout method. The value of the dropout rate is 0.5. Training is performed 
for 80 iterations.

Among them, the specific simulation experiment environment configuration is mainly prepared 
from two aspects of hardware and software. In the software, the operating system is Linux 64bit, 
the Python version is Python 3.6.1, and the development platform is PyCharm. In the hardware, 
the CPU is Intel core i7-7700@4.2GHz 8-core, the memory is Kingston ddr4 2400MHz 16G, and 
the GPU is Nvidia GeForce 1060 8G. In the Python environment, related third-party libraries are 
installed, including NumPy, Pandas, sci-kit-learn, and TensorFlow. Pip or conda are allowed to be 
used for installation.

Based on Accuracy, Precision, Recall, and F1 values, LSTM (Al Salem et al., 2021), BiLSTM 
(Zhang et al., 2022), RNN (Hamayel & Owda, 2021), and Liu & Chen (2023) are evaluated. Accuracy, 
Precision, Recall, and F1 value base calculations are shown in Eqs. (12)-(15):

Acc
TP TN

TP FP TN FN
=

+
+ + +

	 (12)

Precision
TP

TP FP
=

+
	 (13)

Recall
TP

TP FN
=

+
	 (14)

F
ecision call

ecision call
1

2
=

⋅
+

Pr Re

Pr Re
	 (15)

In Eqs. (12)-(15), TP is the number of positive samples predicted to be positive. FP is the number 
of negative samples predicted to be positive. FN is the number of positive samples predicted as 
negative. TN is the number of negative samples predicted to be negative. Accuracy (ACC) is used to 
measure the overall classification accuracy: the proportion of predicted samples. Recall (Rec) measures 
the coverage of positive samples: the proportion of correctly classified positive samples to the total 
number of positive samples. Accuracy (Pre) represents the ratio of examples classified as positive to 
positive. The F-measure is the weighted harmonic mean of Precision and Recall.

RESULTS AND DISCUSSION

Performance Analysis of Different Algorithm Models
The constructed algorithm is analysed from the perspectives of Accuracy, Precision, Recall, and F1 
values, respectively, with LSTM, BiLSTM, RNN, and Liu and Chen (2023), as shown in Figures 6-9.

In Figure 6, as the number of iterations increases, the accuracy of user demand prediction shows 
a trend of first increasing and then stabilizing. The accuracy of the model algorithm in this paper is 
significantly better than that of other algorithms. When the number of iterations is 80, the accuracy 
reaches 95.12%. The accuracy of the model algorithm proposed by Liu and Chen (2023) is only 
92.80%, and the prediction accuracy of the RNN algorithm is 84.37%. The accuracy of each algorithm 
is arranged in order from large to small as the proposed algorithm > the model algorithm proposed 
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by Liu and Chen (2023) > BiLSTM > LSTM > RNN. Therefore, the constructed user demand 
prediction model based on BiLSTM fusion of Word2Vec in social media big data can make more 
accurate predictions of user demand in social media big data as the number of iterations increases.

In Figure 7, as the number of iterations increases, the prediction precision of user demand 
shows a trend of first increasing and then stabilizing. This paper’s precision of the model algorithm 
is significantly better than other models’. When the number of iterations is 80, the precision reaches 

Figure 6. Accuracy results of user demand prediction in social media big data based on different algorithms

Figure 7. Precision results of user demand prediction in social media big data based on different algorithms
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93.81%. The precision of the model algorithm proposed by Liu and Chen (2023) is only 92.00%. The 
prediction precision of the RNN algorithm is 78.95%. The precision of each algorithm is arranged 
in order from large to small as the proposed algorithm > the model algorithm proposed by Liu and 
Chen (2023) > BiLSTM > LSTM > RNN. Therefore, the constructed BiLSTM fusion Word2Vec 
algorithm model can make more accurate predictions of user needs in big data social media.

In Figure 8, as the number of iterations increases, the predicted Recall of user demand shows a 
trend of first increasing and then stabilizing. This paper’s Recall of the model algorithm is significantly 
better than others models’. When the number of iterations is 80, the Recall reaches 98.07%. The Recall 
of the model algorithm proposed by Liu and Chen (2023) is only 85.57%. The predicted Recall of 
the RNN algorithm is 72.60%. The Recall of each algorithm is arranged in order from large to small 
as the proposed algorithm > the model algorithm proposed by Liu and Chen (2023) > BiLSTM > 
LSTM > RNN.

In Figure 9, as the number of iterations increases, the predicted F1 value of user demand shows 
a trend of first increasing and then stabilizing. This paper’s F1 value of the model algorithm is 
significantly better than other models’. When the number of iterations is 80, the F1 value reaches 
85.97%. The F1 value of the model algorithm proposed by Liu and Chen (2023) is only 84.57%. The 
predicted F1 value of the RNN algorithm is 75.63%. The F1 value of each algorithm is arranged in 
order from large to small as the proposed algorithm > the model algorithm proposed by Liu and Chen 
(2023) > BiLSTM > LSTM > RNN. Therefore, the constructed BiLSTM fusion Word2Vec algorithm 
model can make more accurate predictions of user needs in big data social media.

Discussion
This paper predicts user needs in social media big data. The results show that the proposed social media 
big data model algorithm based on BiLSTM fused with Word2Vec can achieve an accuracy of 95.12% 
when predicting user needs in social media. The accuracy of the model algorithm proposed by Liu and 
Chen (2023) is only 92.80%, and the prediction accuracy of the RNN algorithm is 84.37%, which is 
significantly better than the existing algorithms. This model can make more accurate predictions of 

Figure 8. Recall results of user demand prediction in social media big data based on different algorithms
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user needs in social media. Based on the experimental results of this model, marketing optimization 
strategies for products and services in enterprises in the new media environment are proposed.

Firstly, the demand-shaping ability of enterprise products has been enhanced. Enterprises can 
increase their demand-shaping capacity by developing strategic Weibo and spreading and influencing 
the purchasing decisions of others through powerful means such as opinion leaders and electronic 
word-of-mouth. Businesses can promote their products through influencers on social media. These 
individuals can post product information on social media, influencing other users’ purchasing 
decisions. Secondly, the marketing of social media has been launched. Enterprises can assist in efficient 
marketing through homepage settings, fan headline discount privileges, personalized lottery conditions, 
multi-dimensional data analysis, card, coupon marketing, etc. (Dwivedi et al., 2022). Finally, a virtual 
community for sustainable enterprise product experiences is established (Wang & Dai, 2022). In 
virtual communities, users’ understanding of enterprise products is deepened, effectively promoting 
their knowledge-sharing behavior and sustainable product experience development.

The proposed user demand prediction model based on BiLSTM fused with Word2Vec in social 
media big data has performed well in experiments and can more accurately predict user needs in 
social media. Additionally, the marketing optimization strategy of products and services in enterprises 
under the new media environment is proposed. These strategies have certain practical application 
value for the healthy and sustainable development of the social media field.

CONCLUSION

In response to the inconsistency between the supply of enterprise products and services and market 
demand, deep learning has been introduced to construct a user demand prediction model in social 
media big data based on BiLSTM fused with Word2Vec. Finally, the model is evaluated as an example. 
Compared with other existing model algorithms, the prediction accuracy of this paper’s model for 
user demand in social media big data reaches 95.12%. The prediction accuracy is improved by at least 
2.31%. Additionally, combined with the experimental results, this paper proposes an optimization plan 
for the marketing strategy of products and services in enterprises under the new media environment. 

Figure 9. F1 results of user demand prediction in social media big data based on different algorithms



Journal of Organizational and End User Computing
Volume 35 • Issue 3

13

Enterprises can enhance product demand-shaping capabilities, carry out social media marketing, 
and establish sustainable virtual communities for enterprise product experience. These strategies 
are consistent with the research results of relevant scholars and have certain feasibility and practical 
application value in practice. Therefore, this paper can make a more accurate prediction of user needs 
in social media big data and provide an experimental basis for optimizing marketing strategies for 
products and services in enterprises in the new media environment. However, some shortcomings 
still exist. In the instance evaluation, the data collection object is the original Weibo, and the number 
of times it is forwarded is not considered. Therefore, future research will use multiple keywords for 
search, including acquiring diverse content such as forwarding Weibo. This approach enables the 
model to extract more comprehensive user needs and conduct more in-depth research on optimizing 
the enterprise’s marketing strategy.
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