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ABSTRACT

A Cloud data center is a network of virtualized resources, namely virtualized servers. They 
provision on-demand services to the source of requests ranging from virtual machines to 
virtualized storage and virtualized networks. The cloud data center service requests can come 
from different sources across the world. It is desirable for enhancing Quality of Service (QoS), 
which is otherwise known as a service level agreement (SLA), an agreement between cloud service 
requester and cloud service consumer on QoS, to allocate the cloud data center closest to the 
source of requests. This article models a Cloud data center network as a graph and proposes an 
algorithm, modified Breadth First Search where the source of requests assigned to the Cloud data 
centers based on a cost threshold, which limits the distance between them. Limiting the distance 
between Cloud data centers and the source of requests leads to faster service provisioning. The 
proposed algorithm is tested for various graph instances and is compared with modified Voronoi 
and modified graph-based K-Means algorithms that they assign source of requests to the cloud 
data centers without limiting the distance between them. The proposed algorithm outperforms 
two other algorithms in terms of average time taken to allocate the cloud data center to the source 
of requests, average cost and load distribution.
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INTRODUCTION

Cloud data centers are the main source of variety of services ranging from computational to network 
and are delivered as on-demand services to users. The requests for these cloud services can come 
from different parts of the world (Rawal et al., 2011 and Rawal et al., 2013). The term source of 
requests/clients denote the users who make requests to various cloud data center services (Shen et 
al., 2017; Shen et al., 2016). The distance between the cloud data center and the source of requests 
is a major factor influencing the quality of service in terms of response time and latency. Cloud data 
center allocation is one of the major issues in cloud computing. An efficient allocation of cloud data 
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center to the source of requests may improve the quality of services. However, there have been only 
few approaches that consider the cloud data center allocation to the source of requests.

In recent literature, Joseph Doyle et al. (2013) has proposed the source of requests assignment 
to the closest cloud data center to reduce the carbon emission, but they modeled cloud data center 
as a complete graph, which is unrealistic. They modelled both the networking and computational 
components of the infrastructure as a graph and proposed a system which utilizes Voronoi partitions 
to determine how source requests to be routed to appropriate data center based on the relative 
priorities of the cloud operator for latency purposes. This allows routing of the traffic to the data 
center that is closest in terms of geographical distance, costs the least in terms of power, and emits 
the smallest amount of carbon for a given request to lower carbon emissions and operational cost. 
This work examined the electricity cost, carbon emissions, and average service request time for a 
variety of scenarios.

(Judit Bar-Ilan et al. (1992), Randeep Bhatia et al. (1998), Reza Zanjirani Farahani et al. (2010), 
Irina Harris et al. (2014) provided solutions for facility location problems. They have considered 
distributing the clients to centers as balanced as possible, but they have overlooked the distance 
between clients and centers, which is also essential for faster service provisioning, hence there arise 
a need to develop an efficient method which allocates closest cloud data centers to the source of 
requests and keeps the load of the cloud data center as balanced as possible.

This paper models cloud data center as a graph and proposes an algorithm - modified Breadth 
First Search (MBFS) to efficiently allocate cloud data centers to the source of requests based on 
a cost threshold. Here the term cost refers to the distance between the cloud data center and the 
source of request. The aim is to allocate each source of request to a cloud data center in a faster 
manner based on cost threshold. The cost threshold is calculated as the average path length between 
cloud data centers and the source of requests of modified Voronoi approach. This may lead to faster 
service provisioning of the cloud data centers to the source of requests. The performance of proposed 
algorithm is compared with that of modified Voronoi and modified graph-based K-Means algorithms 
for various graph instances.

The following contributions are made in this paper:

1. 	 Modified Breadth First Search algorithm is proposed;
2. 	 Modified Voronoi algorithm is proposed;
3. 	 Modified graph-based K-Means algorithm is proposed;
4. 	 A random graph generator is constructed;
5. 	 Comparison between approaches 1, 2 and 3 is done in terms of average time taken for allocation, 

average cost of cloud data centers and average load of cloud data centers.

RELATED WORK

In recent literature, Joseph Doyle et al. (2013) has proposed the source of requests assignment to 
the closest cloud data center to reduce the carbon emission but they modeled cloud data center 
as a complete graph which is unrealistic. They modelled both the networking and computational 
components of the infrastructure as a graph and proposed a system which utilizes Voronoi partitions 
to determine how source requests to be routed to appropriate data center based on the relative 
priorities of the cloud operator for latency purposes. This allows routing of the traffic to the data 
center that is closest in terms of geographical distance, costs the least in terms of power, and emits 
the smallest amount of carbon for a given request to lower carbon emissions and operational cost. 
This work examined the electricity cost, carbon emissions, and average service request time for a 
variety of scenarios. Judit Bar-Ilan et al. (1992) dealt with the issue of allocating and utilizing centers 
in a distributed network. This work proposed some approximation algorithms for selecting centers 
and distributing the users among them. They considered balanced versions of allocation where the 
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assignments of clients to centers are as balanced as possible. They dealt with balanced and weighted 
version of K-center problem and ρ-dominating set problem. Randeep Bhatia et al. (1998) proposed 
that generally facility location problems have been studied in networks with static edge lengths. The 
network could be used to model any general real-life facilities ranging from hospitals to information 
centers. Due to traffic congestion the transit time on links changes over time. This work estimated 
how the edge lengths change with time, and are choosing a set of locations as centers, such that at 
every time instant each vertex has a center close to it. It also provided approximation algorithms for 
the K-center problem under this model. Though the above two literatures seem very, their concepts 
still find applications in many areas of computer science and engineering. Reza Zanjirani Farahani et 
al. (2010) provided a review on facility location problems in three categories including bi-objective, 
multi-objective and multi-attribute problems and their solution methods. This work proposed that 
multi-criteria facility location problems achieve closer solutions to reality as it considers more criteria. 
This work mainly reviewed the facility location problems applied to real world problems. Based on the 
review, it suggested location-reliability problems as facilities are prone to natural/man-made disasters. 
It also suggested that usage of random parameters would be more realistic. It suggested the applications 
of multi-criteria location decision with routing, inventory and transportation, etc. Irina Harris et al. 
(2014) proposed a multi-objective optimization approach to the capacitated facility location–allocation 
problem (CFLP). At the allocation level for large instances, financial costs and CO2 emissions were 
considered simultaneously where Lagrangian Relaxation models for dealing with costs and CO2 
emissions at the location level. Thus, this method assessed the robustness of each location solution 
with respect to two objectives for customer allocation. Anupama Potluri et al. (2012) proposed that 
the Minimum Capacitated Dominating Set (CAPMDS) problem and the capacity can be uniform 
or variable across all the nodes. Being a generalization of the Minimum Dominating Set problem, 
this problem is NP-hard. This work presented a heuristic and a couple of its variants for solving the 
CAPMDS problem. These heuristics work for both uniform and variable capacity graphs. Anupama 
Potluri (2012) conducted an empirical study of the Minimum Independent Dominating Set (MIDS) 
problem to understand the practical significance of the Polynomial-Time Approximation Schemes 
(PTAS) algorithm. This work compared the solutions of PTAS with those of various heuristics for 
MIDS. For the graph instances, PTAS solutions were as good as those returned by the best heuristic. 
In many instances, the PTAS returned solutions worse than those of the best heuristic. The time 
taken by the PTAS was high even for small graphs. It is impractical for large and high-density graphs 
as it uses an exact algorithm to compute the local optimal dominating set. This is the first work to 
propose metaheuristic algorithms for the CAPMDS problem which are better than heuristics and 
approximation algorithms. Server consolidation during off-peak hours leads to great energy efficiency 
in data center networks, which requires switching off some of the physical machines. Some works 
have been proposed so far without considering network traffic patterns between VMs, which can lead 
to inefficiency. Geetha Sowjanya Akula et al. (2014) proposed an algorithm that considers migration 
of Virtual Machines (VMs) as an ensemble based on traffic pattern. Laurent Galluccio et al. (2012) 
proposed an approach for clustering multi-dimensional data used Prim’s algorithm to construct a 
minimal spanning tree (MST), and thresholding the sequence of edge lengths in order to determine 
both the number of clusters and the locations of the cluster centroids.

These literature surveys directed us to a different dimension on limiting the distance from the 
cloud data centers to the source of requests to speed up the service provisioning. So, there arise a 
need to develop an efficient method to allocate cloud data centers to the source of requests.

PROPOSED METHOD

The cloud data center infrastructure is modeled as a graph and a modified Breadth First Search is 
used for efficient allocation of cloud data centers to the source of requests.
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Modelling Cloud Data Center Infrastructure as a Graph
The cloud data center infrastructure is modeled as an undirected weighted graph where some of the 
nodes are designated as data centers and remaining nodes represent the source of requests. The edge 
weight denotes the distance between pair of nodes.

In Figure 1, nodes 1 and 6 denote cloud data centers and nodes 2, 3, 4, 5 denote the source 
of requests.

Modified Breadth-First Search
This section depicts how the modified Breath First Search is used to efficiently allocate cloud data 
centers to the source of requests.

Breadth-first search (Cormen et al., 2009) is one of the algorithms for searching a graph. Given 
a graph G=(V,E) and a source vertex s, this search examines the edges of G to find every vertex that 
is reachable from s and computes the distance between s and each reachable vertex. Normally, BFS 
is applied only on unweighted graphs.

The Breadth First Search (BFS) has been modified to reflect the problem of cloud data center 
allocation to the source of requests. Instead of just considering shortest path from a source vertex, 
the proposed algorithm performs BFS on selected vertices which are declared as cloud data centers 
and covers nodes lying within the cost threshold, thereby limiting the walk from cloud data centers 
to source of requests. The modified Breadth First Search algorithm (MBFS) is mentioned below.

Cloud Data Centers-Source Requests Coverage Algorithm Using MBFS
The cloud data center allocation problem is modeled using an undirected weighted graph as depicted 
in Figure 1, where the weights represent distance between nodes. The set of cloud data centers are 
declared in advance and the cost threshold is also set based on the average path length between cloud 
data centers and the source of requests of Voronoi approach. The MBFS is applied on each data center 
to find the source of requests covered within the cost threshold by each cloud data center.

The MBFS assumes that the input graph G=(V,E) is an undirected weighted graph and represented 
using adjacency matrix. It considers additional attributes to each vertex in the graph. It holds color 
as an attribute for each vertex. The attribute dist stores the distance from the data center d to each 
vertex u. The vertex_covered stores the list of vertices covered by the cloud data center vertices. The 
algorithm uses a queue to store the set of gray-colored vertices.

For example, in Figure 1, vertices 1 and 6 are declared as cloud data centers. When the algorithm 
is applied on these vertices, it returns the vertices covered within the cost threshold by both the cloud 
data centers as follows:

Figure 1. Cloud data center infrastructure graph
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The vertices covered by vertex 1 are:

2, 4	

The vertices covered by vertex 6 are:

none	

Cloud Data Centers-Source Requests Coverage Algorithm
Algorithm: MBFS

Input: G=(V,E,w),w: E→R, DC ⊆ V, where 1 ≤ |DC| ≤ k, ρ =cost_threshold
Output: vertex_covered ∀ DC

1. for each d ∈ DC do
2.   vertex_covered= modified_BFS(G,d,ρ) 
3.   Print vertex_covered 

vertex_covered modified_BFS(G,d, ρ)
1.  vertex_covered={} 
2.  Q ← {} 
3.  for each u in V − {d}
4.        color[u] ← WHITE
5.      dist[u] ← infinity
6.  color[d] ← GRAY
7.  dist[d] ← 0
8.  ENQUEUE(Q, d)
9.    while Q is non-empty
10.         u ← Front[Q]
11.         for each v adjacent to u
12.       if color[v] ← WHITE and (dist[v] = dist[u] + dist[u, v]) ≤ ρ
13.           then color[v] ← GRAY
14.          ENQ(Q, v)
15.         DEQ(Q) 
16.        color[u] ← BLACK
17.       vertex_covered=vertex_covered ∪ {u}
18. return vertex_covered − {d}

Each cloud data center performs walk based on cost threshold in order to cover the source of 
requests. Still, some sources of requests are not assigned to any Cloud data center at all. To deal 
with these leftover source of requests, two approaches has been followed. The first approach assigns 
leftover source of requests to some cloud data centers randomly. The second approach assigns leftover 
source of requests to minimum distant data center or to a neighbour which has minimum distance 
to cloud data center.

Complexity of the Algorithm
The complexity of MBFS implemented using an adjacency matrix will be O(|V|2) where V is the 
number of vertices. This is mainly because every time it needs to find what are the edges adjacent to 
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a given vertex u and traverse the whole array AdjMatrix[u], which is of course of length |V|, hence 
the total time would become O(|V| * |V|) which is O(|V|2).

VORONOI APPROACH TO CLOUD DATA CENTER ALLOCATION

Voronoi approach on graphs can be used to find shortest paths between cloud data centers and the 
source of requests to help in efficient allocation.

Voronoi Partition
Voronoi partitions (Doyle et al., 2013) are the decomposition of set of points into subsets. These 
subsets are centered around points known as sites. Each point in the set is added to a subset consisting 
of a site and all other points associated with this site. An abstract notion of distance between a point 
and the sites is used to determine, which subset a point is associated with. A point is assigned to a 
subset if the distance to a site is less than or equal to the distance to the other sites. (Durham et al., 
2012) proposed partitioning and coverage control algorithm based on Voronoi approach for a network 
of robots, where each partitioned region will be covered by an individual robot. (Doyle et al., 2013) 
proposed the Stratus system, which utilizes Voronoi partitions to determine, how the source requests 
to be routed to appropriate cloud data center based on the priorities of the cloud operator. The Stratus 
system has a complete graph structure, where there is a single edge from the cloud data centers to 
the source of requests, whereas in the proposed scheme, there is a path from the cloud data centers 
to the source of requests.

Voronoi Partitions of the Cloud
In the graph, Voronoi algorithm based on shortest paths is applied on the cloud data centers to find 
the minimum distance to the source of requests. Then the source of requests are allocated to the cloud 
data centres to which the distance is minimum.

Cloud Data Centers Assignment to Source Requests Using Voronoi Approach
It finds the minimum distant paths on a weighted graph G=(V,E). Therefore, w(u,v) ≥ 0 for each 
edge (u,v) ∈ E. The subset S of V forms the set of data centers DC. The algorithm selects the 
vertex u ∈ V-S with the minimum shortest-path, adds u to S, and relaxes all edges leaving u. It 
uses a queue Q of vertices, storing dist values. Finally, the distance from the cloud data centers to 
all other vertices are compared and the source request nodes are allocated to the data centres to 
which the distance is minimum.

Cloud Data Centers Assignment to Source Requests
Algorithm: modified_Voronoi

Input: G=(V,E,w),w: E→R, DC ⊆ V, where 1 ≤ |DC| ≤ k,
Output: DC → V
1. for each d ∈ DC do
2.   modified_Voronoi(G,DC,d,w) 
3. for each v ∈ V && (v ∉ DC)
4.   choose d ∈ DC where min

u ∈ DC {dist(u,v)}
5.   d → v
modified_Voronoi(G, DC, d, w)
1. init_source (G,d)
2. Src ←Ø 
3. Q ← V
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4. while Q ≠ Ø
5.     u ← Min (Q)
6.     Src ← Src ∪ {u}
7.   for each v adjacent to u
8.     do relax_Voronoi(u,v,w,DC)

init_source (G, d)
1. for each v ∈ V
2.   dist[v ] ← INFINITY 
3.   dist[d] ← 0 
relax_Voronoi(u, v, w, DC)
1. if (dist[v] > dist[u] + w(u,v)) && (v ∉ DC)
2.     dist[v] ← dist[u] + w(u,v)

Complexity of the Algorithm
The complexity of modified Voronoi implemented using an adjacency matrix is as O((|V|+|E|) log 
|V|) in case of priority queue-based implementation.

GRAPH-BASED K-MEANS APPROACH

A Graph-based K-Means (Galluccio et al.,2012) approach has been developed to allocate cloud data 
centers to the source of requests. K-Means algorithm initially takes K as an input and then partitions 
the given set of points into K groups.

Procedure of K-Means Algorithm
As clustering of clients to cloud data centers is performed, a modified graph-based K-means clustering 
algorithm has been developed. Each node in the graph is designated either as a source of request or 
a cloud data center and weight of an edge as the Euclidean distance between the two nodes. Initially, 
K nodes are picked and are declared as cloud data centers. Floyd-Warshall algorithm (Bondy et al., 
1976) is used to find the distance from each node to all the other nodes in the graph.

The procedure of modified graph-based K-Means clustering algorithm is as follows:

1. 	 From the data set, select K number of points randomly and set them as initial cluster heads;
2. 	 Find the distance from each point in the data set to all the cluster heads;
3. 	 For each point in the data set, assign it to a cluster whichever is nearer to it.

Modified Graph-Based K-Means Approach to Cloud Data Center Allocation
Algorithm: Modified graph-based K-Means

Input: G=(V,E,w),w: E→R, DC ⊆ V, where 1 ≤ |DC| ≤ k,
Output: DC → V
1. call FloydWarshall(G) 
2. for i ← 1,k do
3.     DC[i] ← ClusterHead[i] 
4. end for
5. for all v ∈ V ^ v ∉ DC do
6.     C ← FindNearestCluster() 
7.     C ← v 
8. end for
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Time Complexity
The complexity of graph-based K-means algorithm implemented using an adjacency matrix is as 
O(n3) because of Floyd Warshall’s algorithm.

EXPERIMENTATION

Implementation of the proposed MBFS algorithm, modified Voronoi algorithm and modified graph-
based K-Means has been done to compare their performance in terms of average time taken for 
allocation, average cost of cloud data centers, and average load of cloud data centers.

Random Graph Generator
A graph generator generating 20 random weighted undirected graph instances for varying number 
of vertices from 100 to 1000 has been developed. As the graph is dense, an adjacency matrix of the 
graph is considered. The edge weights are set between 0 and 30 for all the graph instances.

Algorithm: Random graph generator

Input: Number of nodes n.
Output: A graph G=(V,E).
1. V ← { 1,2......n};
2. E ← Ø;
3. for each {i,j} ⊆ E, where i ≠ j do
4.   w{i,j}← random(0,30);
5.   E ← E U { {i,j} };
6. return G=(V,E);

The cloud data centers are selected from the randomly generated graph instance. The number of 
cloud data centers is kept same for various graph instances since the cloud data centers are usually set 
up only once and only the source of requests varies over time. Hence, size of the cloud data centers 
remains the same even when the size of the graph instance increases.

Cost Threshold Computation
Cost threshold is computed from the average path length between cloud data centers and the source 
of requests of Voronoi approach. This cost threshold is used to perform walk from the cloud data 
centers to the source of requests in MBFS.

Let:

m be the number of cloud data centers	
n be the number of source of requests	
CDCj be the jth cloud data center, where 1 ≤ j ≤ m	
Path lengthi be the path length of ith source of request, where 1 ≤ i ≤ n	

Average path length of CDCj = ∑ pathlengthi/n	 (1)

Average path length across CDC = ∑ CDCj/m	 (2)

Hence, cost threshold of MBFS is equal to average path length across cloud data centers of 
Voronoi approach. In MBFS, cloud data centers perform walk using this cost threshold leaving some 
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source of requests not covered by any cloud data center at all. The following section illustrates the 
assignment of such leftover nodes to cloud data centers.

Cloud Data Center Allocation Methods to the Source of Requests
There are two ways to assign cloud data centers to the source of requests in MBFS:

•	 Usage of average path length as cost threshold by the cloud data centers for covering source of 
requests and randomly assigning leftover source of requests to cloud data centers;

•	 Usage of average path length as cost threshold by the cloud data centers for covering source of 
requests and assigning leftover source of requests to minimum distant cloud data center or to its 
minimum distant neighbour.

Performance Metrics
In MBFS, cloud data centers perform walk using this cost threshold leaving some source of requests 
not covered by any cloud data center at all. The following section illustrates the assignment of such 
leftover nodes to cloud data centers.

Following metrics are used for comparing MBFS approaches with Voronoi approach:

Average Time taken	

Let T be the average time taken by the algorithm measured in seconds (s):

Average cost	

Let:

m be the number of cloud data centers	
n be the number of source of requests	
CDCj be the jth Cloud Data Center, where 1 ≤ j ≤ m	
Costi be the cost of ith source of request, where 1 ≤ i ≤ n	

Average cost of CDCj = ∑ costi/n	 (3)

Average cost across CDC = ∑ CDCj/m Average cost across CDC
CDC

m
j

m
j   =

=
∑

1

	 (4)

Average Load	

Let L be the average number of source of requests assigned to cloud data centers.

RESULTS AND DISCUSSION

This section presents comparison results of modified Breadth First Search, modified Voronoi and 
modified graph-based K-Means approaches.

Figure 2 shows the average time taken by all the algorithms for various graph instances. The 
MBFS approach takes less time compared to that of Voronoi and graph-based K-Means approaches. 
The modified Voronoi and graph-based K-Means approaches are optimal algorithms taking more 
time as they always find only the minimum distant cloud data center.
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Figure 3 shows that the average cost of cloud data centers of all the algorithms. The average cost 
of MBFS is more than that of Voronoi and K-Means approaches as MBFS assigns leftover nodes 
either randomly or to a minimum distant data center in order to service all the source of requests 
which increases the average cost, whereas Voronoi and K-Means approaches always assign only to 

minimum distant data center. Moreover, the cost comes down with larger number of vertices is due 
to the connectivity (degree of nodes) has increased. Primarily, this would mean that these are dense 
graphs and so minimum cost of paths will reduce. The difference in average cost between MBFS 
and other approaches has not shown any significant difference. Hence, MBFS solution can be used 
for cloud data center allocation to source of requests instead of the time-consuming Voronoi and 
K-Means approaches.

Figure 2. MBFS vs. Other algorithms in terms of average time taken

Figure 3. MBFS vs. Other algorithms in terms of average cost
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Table 1 shows that the average load distribution of 100 source of requests to cloud data 
centers of all the algorithms. The average load of cloud data centers is uniform, as all the source 
of requests are assigned to some cloud data centers. However, the average load distribution is 

uniform in case of MBFS approaches, whereas in Voronoi and K-Means approaches, some cloud 
data centers are overloaded and some are underloaded as they always assign only to a minimum 
distant cloud data center.

From the results it is clear that MBFS assigns cloud data center to the source of requests in a 
faster manner, which leads to faster service provisioning.

Table 1. MBFS vs. Other approaches in terms of average load distribution

No. of DCs DC ID Voronoi 
Algorithm K-Means MBFS_minCDC 

Assignment

MBFS_
randomCDC 
Assignment

25

3 8 5 3 3

5 4 3 3 3

15 8 1 3 3

16 9 7 3 3

19 6 2 3 3

25 5 6 3 3

27 4 3 3 3

28 0 4 3 3

29 2 5 3 3

32 0 4 3 3

34 1 2 3 3

39 0 2 3 3

43 2 2 3 3

45 2 1 3 3

46 3 3 3 3

48 2 2 3 3

51 1 1 3 3

52 0 1 3 3

53 4 4 3 3

67 4 4 3 3

71 2 3 3 3

74 1 0 3 3

90 2 1 3 3

99 4 6 3 3

100 1 3 3 3
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CONCLUSION AND FUTURE WORK

This paper proposed an algorithm-modified Breadth First Search for efficiently allocating cloud data 
centers to source of requests by limiting the distance between them and keep the load of the cloud data 
center as balanced as possible. The proposed approaches are compared with modified Voronoi and 
K-Means approach of cloud data center allocation. The proposed algorithm outperforms the modified 
Voronoi and modified K-Means in terms of average time taken, average cost and load distribution.

In future, there is a plan of augmenting Capacitated Dominating Sets with cloud data center 
allocation which will further fine tune allocation problems by enabling load balancing of cloud data 
centers. In the Capacitated Dominating Set problem, each vertex has been assigned a limit on the 
number of vertices it can dominate. Hence, every cloud data center augmented with Capacitated 
Dominating Sets will serve uniform source of requests.
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