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ABSTRACT

To effectively avoid subjective bias in manual evaluation. This article proposes a MIDI piano teaching 
performance evaluation method based on bidirectional LSTM. This method utilizes a three-layer 
bidirectional LSTM neural network mechanism to make it easier for the model to capture useful 
information. In addition, the Spark clustering training model is constructed using the deeplearning4j 
deep learning framework, and the model parameters are adjusted through the UI dependency 
relationships provided by deeplearning4j to improve work efficiency. The experimental results verified 
the superiority of the bidirectional LSTM model. The methods provided in this article can improve 
students’ independent practical abilities and reduce the pressure on teachers during the teaching 
process. These measures can promote the development of music education, improve students’ music 
literacy and learning skills, and make positive contributions to the music education industry.
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INTRODUCTION

Music performance is an art form, and different music performances may require different evaluation 
methods. For music educators, choosing an effective and reliable evaluation method is a key issue. 
Research has shown that computer evaluation methods can effectively avoid subjective biases in 
manual evaluations. Therefore, this article proposes a MIDI piano teaching performance evaluation 
method based on bidirectional long short-term memory (LSTM) networks to improve the reliability 
and effectiveness of evaluation. This method utilizes a three-layer bidirectional LSTM neural network 
mechanism to make it easier for the model to capture useful information. In addition, the Spark 
clustering training model is constructed using the deeplearning4j deep learning framework, and the 
model parameters are adjusted through the UI dependencies provided by deeplearning4j to improve 
work efficiency. The experimental results verified the superiority of the bidirectional LSTM model. 
The methods provided in this article can enhance students’ independent practical abilities and reduce 
the pressure on teachers during the teaching process. These measures can promote the development of 
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music education, improve students’ music literacy and learning skills, and make positive contributions 
to the music education industry.

LITERATURE REVIEW

Music education is formed naturally with the development of human society, culture, and physiology. 
This is one of the important signs of human evolution. Piano teaching is one of the important basic 
courses for a music education major, and it is also a required course (Li, 2020). Every step of music 
education professional development is accompanied by the development of piano curriculum. After 
the Opium War, under the influence of western music culture, with the establishment of new schools, 
China’s music education began to improve (Ranjan, 2014). Some women’s schools in Shanghai set up 
special piano courses, and music teachers gradually learned to spread music cultural knowledge in the 
form of piano performance and to carry out music teaching activities in the classroom (Sun, 2021). 
Later, music associations, such as the Peking University Music Research Association, emerged and 
gradually became the earliest music education institutions in China (Wang, 2022). Subsequently, Xiao 
Youmei officially established the China Conservatory of Music, marking the official establishment 
of China’s modern professional music colleges and opening a new chapter in Chinese piano teaching 
(Xia, 2020). With the continuous progress and development of society, there is an increasing demand 
for compound talents (Yan, 2022).

Some major music colleges are still cultivating piano postgraduates in the direction of music 
education, and gradually develop master training centers (Shuo & Xiao, 2019). They have also 
cultivated many excellent piano professionals for the country (Wang et al., 2020).

Since the 1990s, information technology (IT) has been constantly updated and iterated. From 
the information highway to the information explosion, big data (BD), cloud computing, Internet of 
things, and Internet +, IT has gradually become a necessity in people’s daily life (Yu & Yang, 2022). 
Using IT to improve people’s work and lifestyle and trying to apply internet thinking to economic, 
educational, and social construction are important issues that have attracted the attention of the state 
and society in recent years (Li & Robin, 2019). The so-called network thinking in piano teaching is 
the thinking mode and teaching method of “network + piano teaching” (Huang, 2023). Specifically, in 
terms of educational technology, network thinking should make comprehensive use of the advantages 
of IT and the Internet and carry out technological innovation in combination with the characteristics 
of piano teaching and the Internet. In terms of communication, network should make use of the media 
advantages brought by the Internet to combine traditional communication theories with emerging 
media to form a new way of knowledge communication (Livingstone, 2015). This reflects the benefits 
that the Internet can provide and how teachers can improve teaching methods and content under the 
background of modern education (Yao, 2023). Education under internet thinking does not mean 
subverting the traditional education model (Jing, 2023). At the level of educational theory, education 
under internet thinking is the integration of the Internet and education. When it is implemented in 
the teaching process, it is the reflection of teachers and learners on their own roles. On this basis, it 
reconstructs the meaning of those roles to improve the teaching process (Sha & Zhang, 2023).

The performance evaluation function of piano education software available on the market is based 
mainly on rules (Fang & Liang, 2023). This method cannot evaluate the quality of music from the 
perspective of musical expressiveness and continuity (Xie, 2023). With the continuous enhancement 
of computing power and the improvement of deep learning, more and more researchers use high-
performance distributed clustering and deep learning methods to solve classification problems (Yu et 
al., 2023). The parallelization method is used to improve classification efficiency (Luo et al., 2023). 
The emergence of BD makes efficient parallelization possible (Gao & Li, 2023). Google laid the 
foundation for BD technology after successively publishing three papers on MapReduce and Bigtable 
(Zhong, 2023). Hadoop initially implemented MapReduce, and later became a multi-faceted Hadoop 
ecosystem (Zhong, 2023). Spark is a member of the Hadoop ecosystem and a computing framework 
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(Zhao et al., 2023). Its computing speed is 100 times faster than MapReduce in Hadoop, but it still 
needs to rely on the distributed file storage system HDFS (Hadoop distributed file system) and the 
resource management system Yan in Hadoop. Spark has become the first choice for a BD parallel 
processing engine since its development (Cao, 2023). Deeplearning4j is another member of Hadoop 
ecosystem. It is a deep learning framework based on data parallelization theory and is compatible 
with Spark. Based on a Spark and Deeplearning4j framework, a bidirectional long-short-term-
memory (LSTM) MIDI piano performance evaluation scheme is proposed. The scheme monitors 
the model training process in real time through the user interface to facilitate real-time adjustment 
of parameters. It has certain practical value for improving the performance evaluation efficiency of 
piano lessons (Zhang, 2023).

RELATED MATERIALS AND METHODS

Basis of Music Theory
Sound comes from the vibration of an object. Regular and resonant sounds are called music. In 
daily life, voice can not only allow communication between people, but also fosters the spiritual 
development of human civilization. Music represents a special form of sound, and its origins can be 
traced back to the origin of human beings. The development of human beings must be accompanied by 
the development of music. Music has evolved into a substantial professional field that has developed 
a theoretical approach to music, known as music theory.

As illustrated in Figure 1, music theory mainly includes 8 parts:

•	 Note: a special symbol for recording different long and short notes. It is the smallest unit of music.
•	 Pitch: the loudness of a sound. The pitch depends on the vibration value of the sound part in a 

specific time. The higher the value, the louder the pitch.
•	 Sound intensity: the intensity of sound. Tone intensity is determined by the amplitude of the 

sound producing part. The greater the amplitude, the greater the intensity.
•	 Duration: the duration of sound and a measure of sound maintenance ability. It depends on the 

duration of vibration of the sound part.
•	 Timbre: the basic attribute of an object. Different substances have different timbres in the same 

vibrational state. It is mainly reflected in that different timbres give people different feelings.

Figure 1. Basic knowledge structure of music theory
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•	 Full tone/half tone: in the twelve melodies, the relationship between two adjacent tones is 
called half tone, and the relationship between two half tones is called full tone. Specifically, the 
relationship between the two adjacent keys on the 88-key piano keyboard is half tone, and the 
relationship between the two keys separated by the key distance is full tone.

•	 Beat: the beat can be understood by splitting the segment and the beat. In the process of music 
production, music is usually divided into isochronous basic units, called beats. The time value of 
the beat is the time value of the note. The strong beat and the weak beat are combined according 
to specific rules to form a beat. The beat is a measure of rhythm.

•	 Melody: from a physical point of view, music melody is a sequence of pitch and intensity in the 
time dimension, and it is the focus of emotional expression. Melody is divided into main melody 
and accompaniment melody. The main melody accompanies the whole music process and is 
the main framework of music expression. The accompaniment melody is a means to strengthen 
the musical expression.

Music Signal Storage Format
With the development of the computer, the format of music storage is also changing. Music storage 
formats can be divided into two categories. The first category is analog storage, which includes mainly 
recording and tape. The second category is digital storage, mainly including MP3, wma, WAV, and 
MIDI. The disadvantages of analog storage are as follows:

•	 The storage carrier is not easy to save for a long time, resulting in music distortion.
•	 The storage operators have many specifications and are incompatible with each other.

Digital storage can overcome the above shortcomings, so this format has become the mainstream 
of music storage. The dataset format is MIDI format here. MIDI format has the advantage of small 
storage capacity and can completely express the internal structure of music. It is easier to analyze 
music under the interpretation of computers.

According to standard MIDI1.0, a standard MIDI file SMF is composed of multiple file blocks, 
which are composed of flag characters (4 bytes), data string length (4 bytes), and data (6 bytes). For 
each MIDI file, SMF only contains one header chunk file and one or more track chunks.

SMF=<header chunk>+<track chunk>+(<track chunk>...) 	 (1)

Structure of Header Chunk
The header chunk structure is composed of three parts: mark character, data string length, and header 
chunk data (Figure 2).

00 00 represents the single-track format, 00 01 represents the multi-track synchronous format, 00 
10 represents the multi-track asynchronous format, and nn nn determines the number of tracks; only 
the single track is involved here (00 01). Dd represents the basic format of time. When the highest 
bit is 0, it indicates the scale. The last three bits represent the number of divisions in the rounding. 
When the highest bit is 1, it indicates SMPTE format timing, and the last three bits indicate SMPTE 
frames per second. Most MIDI files currently use the former format.

Structure of Track Chunk
The track chunk structure is composed of three parts: mark character, data string length, and track 
chunk data (Figure 3).
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In the track chunk data, <delta time> indicates the time interval between this event and the 
previous event. dd dd in the header chunk file determines the time format, generally indicating ticks 
timing. Because the time duration is not fixed, it is represented by dynamic bytes. For example, 
380ticks is represented as 128*2+124, binary is 10000010 01111100, and hexadecimal is 827C.

<meta event> indicates the channel, lyrics, labels, and other information of MIDI files. Although 
the event does not contain the description information of music features, it plays an important role 
in the preliminary screening of music. The basic format of <meta event> is FF XX YY ZZ. FF is 
the fixed symbol, XX is the description of function type, YY is the byte length of data, and ZZ is the 
description of data bytes. It should be noted that when the last byte after FF is 03, this <meta event> 
event indicates the music name, and this information is usually only contained in the first track chunk. 
<sysex event> is mostly used for real-time equipment controlling, which is a fixed format here.

A MIDI event usually consists of a status byte and several data bytes. The last four bits of the 
status byte represent the channel information, and the first four bits represent the event type. Here it 
mainly masters the bill opening event and bill closing event, that is, the first four digits 1001 represent 
the bill opening event, and the first four digits 1000 represent the bill closing event. The next two 
characters indicate the number of notes and the strength of the keys. There are usually two ways to 
describe notes. The first way consists of on events and off events. The second consists of two public 

Figure 2. Structure diagram of head chunk

Figure 3. Structure diagram of track chunk
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activities. When the second on event is pressed with zero force, the status byte can be omitted. In 
fact, since the second method is 1 byte less than the first method, it is usually used to write <MIDI 
event> files.

Recurrent Neural Network (RNN)
A recurrent neural network (RNN) is an important type of artificial neural network, which is 
particularly suitable for modeling and analyzing serialized data (such as time series, text, etc.). 
Unlike other neural networks, RNN has a feedback loop that can use previous state information to 
influence the current output when processing sequence data, thus achieving more complex models. 
The basic structure of RNN includes input layer, hidden layer, and output layer. At each time step, 
input data is fed into the input layer and then entered into the hidden layer through a weight matrix 
for calculation. The hidden layer integrates the current input data with the previous state information, 
generates a new state information, and transmits it to the next time. Finally, the state information of 
the last hidden layer will be fed into the output layer for calculation, resulting in the model’s prediction 
results. The advantage of RNN is that it can handle sequential data and has no limit on the length of 
input data. This makes RNN widely applicable in fields such as natural language processing, speech 
recognition, and machine translation. However, RNN also has some drawbacks, such as the tendency 
to encounter problems such as vanishing gradients and exploding gradients, making it difficult to 
train. Meanwhile, RNN can only utilize the state information from the previous moment, and cannot 
utilize earlier historical information, leading to long-term dependency issues. To address these issues, 
improved models based on RNN have emerged, such as long short-term memory networks (LSTM) 
and gated recurrent units (GRU).

The diagram of the RNN is shown in Figure 4.

Figure 4. Recurrent neural network
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Compared with the traditional neural network, the RNN structure has one more feedback input, 
which contains matrix W and the output information of the previous time. When the time is t, the 
neural node receives not only the input 𝑥 at t, but also the weight and 𝑠t-1 at t-1.

The expression of output value o
t
 at t is as follows:

o =g(Vs )
t t

	 (2)

where g indicates the activation function, V indicates the weight, and s
t
 represents the sum of 

weights at t.
The expression of sum of weights s

t
 at t is as below:

s =f(Ux +Ws )
t t t-1

	 (3)

where f represents the activation function, U represents the weight, W means the state transition 
weight matrix from the previous time to the next time, x

t
 means input at t, and s

t-1
 means the sum 

of weights at t-1. Infinite substitution of Equation (3) into Equation (2) obtains o
t
 expansion Equation 

(4); this shows that RNN has strong memory function for sequence information.

o =Vf(Ux +Wf(Ux +Wf(Ux +Wf(Ux + ))))
t t t-1 t-2 t-3

 	 (4)

Forward Propagation Algorithm (FPA)
The FPA is an algorithm that realizes the function of data along the forward propagation. The RNN 
forward propagation algorithm can handle serialized data, such as time series, text, and so on. It can 
use historical information to predict future states or outputs. The parameters in the RNN model are 
shared at each time step, which means that the model has a relatively small number of parameters, 
which can better handle long sequence data and reduce the computational resources required for 
training the model. The RNN model has a feedback loop structure, which can transmit information 
through the hidden state of time steps, thereby capturing the time dependency relationship in sequence 
data. This enables the RNN model to demonstrate good performance in dealing with long-term 
dependency issues. This section introduces the process of forward propagation of RNN and introduces 
the calculation of each parameter of FPA according to the model introduced in the previous section.

At t, the hidden state s
t
 is as follows:

s =Ã(Ux +Ws +b)
t t t-1

	 (5)

where  Ã means activation function, generally tanh; b means bias. 
At t, the output o

t
 is as below:

o =Vs +c
t t

	 (6)

where c means bias.
At t, the predicted output y

t
 is as follows:
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y =Ã(o )
t t

	 (7)

Back Propagation Algorithm
The RNN backpropagation algorithm can handle serialized data, such as time series, text, and so on. 
It can use historical information to predict future states or outputs. Unlike traditional feedforward 
neural networks, the RNN model has a feedback loop structure, making its gradient calculation more 
complex. The RNN backpropagation algorithm adopts gradient backpropagation technology, which 
updates network parameters by backpropagating errors from the output layer to the hidden layer. The 
long-term dependency problem in RNN models is a common challenge. The RNN backpropagation 
algorithm can backpropagate errors from the output layer to the hidden layer through the BPTT 
algorithm and calculate the gradient of each time step based on the backpropagation error, thereby 
solving the long-term dependency problem. Based on RNN FPA, the RNN back propagation algorithm 
can be obtained. The process of the RNN back propagation algorithm is to calculate the gradient of 
each parameter of the model (i.e., U, W, V, b, c) through the transfer property of gradient descent error.

It is assumed that the loss function is the cross-entropy loss function L, the output activation 
function is the softmax function, and the activation function in the hidden layer is the tanh function.

The total loss function is calculated as:

L= L
t=1

T

tå 	 (8)

The gradients of V and c are as below:

∂
∂

∂

∂
L

c
=

L

L
= y y

t=1

T

t

t=1

T

t t∑ ∑ − 	 (9)

∂
∂

∂

∂
L

V
=

L

V
= (y y )(s )

t=1

T

t

t=1

T

t t t

T∑ ∑ − 	 (10)

The gradient 𝛿 of the hidden state at t is defined as follows:

δt
t

L
s

=
∂
∂

	 (11)

The recurrence of  dt  from �δt+1  is performed as:

δt
t

t

T

t

t

t

T

t

T
t t

To
s

L
o

o
s

T
o

V y y W diag s=
∂

∂
∂
∂
+
∂

∂
∂
∂

= − ++

+

( ) ( ) ( ) ( - (1

1

1 tt t+ +1
2

1
) )δ 	 (12)

Because it is at the end of the sequence, the expression of dT  is as follows:

δT
T

T

T

T

T
t t

o
s

L
o

V y y=
∂

∂
∂
∂
= −( ) ( ) 	 (13)
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The gradient expression of W is given in Equation (14):

∂
∂
=

=
∑

L
W

diag s h
t

T

t t t
T

1

2
1

1( - ( ) ) ( )
-

δ 	 (14)

The gradient expression of U is given in Equation (15):

∂
∂
=

=
∑

L
U

diag s x
t

T

t t t
T

1

21( - ( ) ) ( )δ 	 (15)

The gradient expression of b is given in Equation (16):

∂
∂
=

=
∑

L
b

diag s
t

T

t t
1

21( - ( ) )δ 	 (16)

From the above derivation, the gradients of W, U, and b are related to \mathrm{s}\uMathrm{t} 
at the same time. Because \mathrm{s}\uuMathrm{t} is a TANH function with a value between 0 and 
1, when the value of t is too large, that is, when the length of the sequence data processed by RNN 
is too long, the gradients of W, U, and b are infinitely close to zero, resulting in the disappearance 
of gradients. A gradient vanishing problem exists not only in RNN network, but also in other 
depth network models. At present, there are several commonly used methods to solve the gradient 
disappearance problem, such as using the ReLu activation function to replace the original activation 
function. In the field of Natural Language Processing (NLP), LSTM or LSTM deformation is usually 
used to replace the traditional RNN.

Framework Design of Performance Evaluation Model in MIDI Piano Teaching
The MIDI piano performance evaluation neural network model mentioned in this method is 
implemented on a Spark deeplearning4j framework. The bidirectional LSTM neural network model 
with attention mechanism can achieve efficient and accurate MIDI Piano performance evaluation. 
The model framework is composed of data acquisition, data pre-processing, and music evaluation 
and classification modules (Figure 5).

In the data acquisition module, the sqoop tool is used to migrate data to the distributed data 
storage system HDFS. In the data pre-processing module, it is necessary to filter the original data 
that is not suitable for training, convert the original data into the input matrix form suitable for neural 
network model training, and divide it into training, verification, and test sets. In the music evaluation 
and classification module, it is necessary to establish Spark Yan clustering, establish a neural network 
model on the distributed framework, send the pre-processing data into the model training, and adjust 
the model parameters in real time through the UI interface provided by deeplearning4j to obtain the 
model parameters with good evaluation effect.

After constructing the corresponding scoring system based on the above BD analysis and 
algorithm, the grade evaluation method is applied to assist piano teaching and realize the optimization 
of piano teaching mode. Two music teachers were selected as the auxiliary evaluation, and five music 
majors were selected as the evaluation subjects. Each subject received e-mail before participating 
in the test, including signing the informed consent form and a detailed description of the research 
purpose and problems.
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RESULTS AND ANALYSIS

Analysis of Model Results
Data Acquisition Implementation
The model evaluates MIDI piano music, and the acquisition of MIDI piano data is the premise of 
training the model. The initial MIDI piano data is in the MySQL database. The piano music works 
are shown in Table 1. The SoutID field uses (1,5) intervals to represent the five grades of MIDI 
piano music evaluation and classification, and FileAdrr stores the relative path address of MIDI files.

Figure 5. Framework of performance evaluation model in MIDI piano teaching

Table 1. Piano music works

Name Type Other

PainoMusicID Decimal (10) VarChar (200)

PainoMusicName VarChar(50) N/A

StorageTime Datetime N/A

Size Float N/A

SoutID Decimal (5) N/A

FileAdrr VarChar (200) N/A
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The number of partitions for HDFS is set to three, and the block of 128 MB_SUCCESS is an 
index file. Because MIDI files are small files and the size of a MIDI music song ranges from hundreds 
of KB to 2MB, HDFS is not suitable for storing these small files directly. MIDI piano music files are 
packaged as ZIP files and migrated to HDFS.

Music Analysis Implementation
The music analysis module is the core module, which realizes the function of the MIDI music score. 
Using the bidirectional LSTM network model with attention mechanism combined with the advantages 
of this model can not only capture the bidirectional timing information of MIDI music, but also label 
the important information with greater weight. Since each subnet model is independent of the others, 
this section only introduces the deployment and training process of the single subnet model based on 
the deeplearning4j deep learning framework in Spark.

The music analysis module can use the static internal class generator in the neural net configuration 
class to declare the super parameters of the model, such as the learning rate and gradient descent 
method. The layer method is used to define the neural network parameters of each layer and the P 
value of dropout. The parameter object is obtained by the generator, and the model parameter object 
is created by the multi-layer network class. By adding UI server dependencies and binding listeners, 
it can directly view the classifier detection graph in the training UI visual interface (Figure 6).

The corresponding layer is clicked to view the specific parameters on the right side of the figure. 
For example, the output layer is RnnOutput (Lay3), the number of input nodes is 88, the number of 
output nodes is 5, the activation function is softmax function, and the tuner is Adam. In the training 
process of the neural network model, the change process of loss function can be checked in real 
time. When divergence or violent fluctuation occurs, the training process can be stopped and the 
parameters can be adjusted. In addition, it can check the memory usage of the JVM system through 
the TrainingUI (Figure 6C).

Selection of the Number of Hidden Layers and Nodes
As illustrated in Figure 7, the pitch matrix is an 88-dimensional matrix, so the number of nodes is 
88. Firstly, the single-layer bidirectional LSTM model is studied. The results show that when the 
number of nodes is 88, 176, 352, 704, 1,408, and 2,816, the L value also changes. The bidirectional 
LSTM model of double-layer hidden layer is further explored, and it is determined that the number 
of nodes in the first layer is 352 and the number of nodes in the second layer is 88, 176, 352, 704, 
1,408, and 2,816 respectively. L value decreases. According to the bidirectional LSTM model of 
three hidden layers, it is determined that the number of nodes in the first layer is 352, the number 
of nodes in the second layer is 176, and the number of nodes in the third layer is 88, 176, 352, 704, 
1,408, and 2,816. The change of L value is more obvious. Finally, the bidirectional LSTM model 
with four hidden layers is studied. When the number of nodes in the first layer is 352, the number 
of nodes in the second layer is 176, the number of nodes in the third layer is 88, and the number of 
nodes in the fourth layer is 88, 176, 352, 704, 1,408, and 2,816, respectively. The change of L value 
is similar to that in the third layer. To sum up, it can be determined that the reasonable structure of 
the music evaluation network is as follows: the number of hidden layers is 3 and the number of nodes 
in each layer is 352, 176, and 88.

Analysis of Music Classification Results
When binary classification problems are studied, precision, recall, and K value are commonly used 
parameters. The true value is a positive class; if it is detected as a positive class, it is called TP class 
and if it is detected as a negative class, it is called FN class. If it is detected as a positive class, it is 
called an FP class; and if it is detected as a negative class, it is called a TN class. The expressions of 
precision, recall, and K value are as follows:
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Figure 6. Relevant logic change diagram of training model
Note. A is the detail diagram of the UI interface, B is the change monitoring diagram of loss function, 
and C is the memory utilization of the JVM system.
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Figure 7. Relationship between LSTM node number and L value
Note. A represents single layer and double layer, B represents double layer and three layer, and C 
represents three layer and four layer.
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precision=
TP

TP+FP( )
	 (17)

recall=
TP

TP+FN( )
	 (18)

F =
2*precision*recall

precision+recall
1

	 (19)

When multivariate classification is studied, it can calculate the parameters of the category. The 
five evaluation grades are divided into excellent, good, medium, not good, and poor. When calculating 
the category excellent, excellent is regarded as a positive category, and the good, medium, not good 
and poor are regarded as negative categories. For category calculation, the multivariable classification 
problem can be transformed into multiple binary classification problems.

The bidirectional LSTM models of single hidden layer and three hidden layers are tested through 
the test set, and the tables are designed. The horizontal coordinate is the actual value, and the vertical 
coordinate is the test value. The obtained data is shown in Figure 8.

Figure 8A indicates TP=456, FP=153, FN=144, and TN=2,247 for the category excellent. 
According to Equation (17), it can be calculated that the accuracy value of the excellent category is 
0.75, the recall value is 0.76, and the F1 value is 0.75. Similarly, it can calculate three parameters for 
the good, medium, not good, and poor categories, respectively. The same parameter values can also 
be obtained from Figure 8B, and the parameters can be sorted out as shown in Figure 9.

Figure 9 suggests that in the five categories of excellent, good, medium, not good, and poor the 
precision, recall rate, and F1 value of the bidirectional LSTM model of three hidden layers are higher 
than those of the bidirectional LSTM model of a single hidden layer.

Analysis of Practical Applications
One of the goals of music education is to cultivate students’ performance abilities. However, traditional 
music performance evaluation methods are easily influenced by subjective factors, resulting in unstable 
and inaccurate evaluation results. In order to solve this problem, some music performance evaluation 
methods based on computer technology and deep learning models have emerged in recent years. 
These methods can objectively and accurately evaluate students’ performance ability and provide 
better guidance and feedback for teachers. This article introduces a MIDI piano teaching performance 
evaluation method based on bidirectional LSTM and explores its practical application prospects in 
the field of music education.

•	 Music teaching evaluation: This method can be applied in the music teaching process to help 
teachers evaluate students’ piano performance. By using a bidirectional LSTM model, teachers 
can obtain more objective and accurate evaluation results, thereby better guiding students’ 
learning and improvement.

•	 Music grading evaluation: Music grading is an important part of music education, which evaluates 
students’ music skills and performance abilities. The method proposed in this article can serve 
as an auxiliary tool for objective evaluation of grading performance, providing more accurate 
scores and feedback, helping candidates understand their shortcomings and improve.

•	 Music competition judges: In a music competition, judges need to evaluate and score the 
performance of the contestants. The use of bidirectional LSTM based evaluation methods can 
provide more objective and consistent evaluation criteria, avoid the influence of subjective bias, 
and ensure the fairness and reliability of competition evaluation.
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•	 Music creation assistance: This method can be combined with deep learning models to assist in 
music creation. By analyzing a large amount of music data, models can learn the patterns and styles 
of music, helping music creators generate new music segments or provide creative inspiration.

•	 Music education research: The evaluation method based on bidirectional LSTM can provide a 
new tool and method for music education research. Researchers can use this method to evaluate 
and compare music performances of different teaching strategies and student groups, further 
exploring effective music education methods and teaching effectiveness.

In summary, the MIDI piano teaching performance evaluation method based on bidirectional 
LSTM proposed in this article has broad practical application prospects, which can provide more 
accurate and objective evaluation and guidance in the field of music education, promote the 
development of music education and improve students’ learning ability. Although the MIDI piano 

Figure 8. Test grade of hidden layer model group
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Figure 9. Comparison of precision, recall rate, and F1 value of bidirectional LSTM model between three-layer hidden layer and 
single-layer hidden layer
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teaching performance evaluation method based on bidirectional LSTM has broad practical application 
prospects, there are also some challenges and limitations:

•	 Data collection and annotation: This method requires a large amount of piano performance 
data as the training set, and these data also need to be accurately annotated. The process of data 
collection and annotation may require a significant amount of time and human resources. To 
address this issue, it is possible to consider utilizing existing open-source datasets and reducing 
the workload of data annotation through automation technologies such as MIDI file conversion.

•	 Model training and tuning: Evaluation models based on bidirectional LSTM require a complex 
training and tuning process, including determining appropriate network structures, parameter 
settings, and training algorithms. This requires professional knowledge and technical skills, and 
it may take a long time to achieve ideal model performance. To improve efficiency, pre-trained 
models or transfer learning methods can be used to reduce training time and resource consumption.

•	 Diversity and personalization: Music is an art form that is rich in personality and creativity, and 
different people may have different performance styles and expressions. The evaluation method 
based on bidirectional LSTM may not fully capture individual differences and diversity, leading 
to bias and inaccuracy in the evaluation results. Therefore, it is possible to consider combining 
other machine learning methods, such as attention mechanisms or generative adversarial networks, 
to better handle personalization and diversity.

•	 Difficulty in evaluating non-technical factors: Music performance not only involves technical 
abilities, but also includes non-technical factors such as emotional expression, artistic feelings, 
and creativity. The evaluation method based on bidirectional LSTM may have limitations in 
evaluating these non-technical factors, making it difficult to provide comprehensive evaluation 
and guidance. Therefore, a combination of artificial intelligence and human experts can be 
considered to provide more comprehensive evaluation and guidance.

•	 Real time and interactivity: In actual music teaching environments, students need real-time 
feedback and guidance. The evaluation method based on bidirectional LSTM may require a certain 
amount of computation time to generate evaluation results, which limits its application in real-
time and interactivity. To solve this problem, the inference speed of the model can be optimized, 
and parallel computing or distributed systems can be used to accelerate the evaluation process.

In summary, the MIDI piano teaching performance evaluation method based on bidirectional 
LSTM faces some challenges in the application process. However, with the continuous development 
and improvement of technology, these problems may gradually be solved, providing better evaluation 
tools and methods for music education.

CONCLUSION

Different music performances require different evaluation methods. It is crucial to provide guidance 
for music educators in selecting an effective and reliable evaluation method. Research has shown that 
computer evaluation methods can effectively avoid subjective biases in manual evaluations. Therefore, 
BD evaluation is the most suitable evaluation method for classroom teaching. BD evaluation improves 
the reliability and effectiveness of evaluation through a series of strict evaluation criteria, avoiding 
the influence of subjective assumptions. In order to compensate for the shortcomings of rule-based 
evaluation methods that cannot consider music continuity and expressiveness, this paper proposes 
a MIDI piano teaching performance evaluation method based on bidirectional LSTM. This method 
utilizes a three-layer bidirectional LSTM neural network mechanism to make it easier for the model 
to capture useful information. In addition, the Spark clustering training model is constructed using 
the deeplearning4j deep learning framework, and the model parameters are adjusted through the UI 
dependencies provided by deeplearning4j to improve work efficiency. The experimental results verified 
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the superiority of the bidirectional LSTM model. The methods provided in this article can enhance 
students’ independent practical abilities and reduce the pressure on teachers during the teaching 
process. These measures can promote the development of music education, improve students’ music 
literacy and learning skills, and make positive contributions to the music education industry. This 
article only used specific datasets for experimentation and validation, without considering music 
data from other sources. Therefore, the applicability and generalization ability of evaluation methods 
require more empirical research to verify. In the future, deep learning models can be considered to 
study how to automatically generate or assist in creating music works, providing more resources and 
tools for music education, and helping students cultivate creativity and expression abilities.
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