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ABSTRACT

In order to solve the problems that most models are complex, time-consuming, and have difficulty in 
identifying image errors, an image identification and error correction method of test report based on 
deep reinforcement learning and the internet of things platform in the smart lab was proposed. Firstly, 
a smart lab architecture was designed based on the internet of things platform, achieving efficient 
operation of the laboratory through cloud edge collaboration. Then, the depth separable convolution 
improved convolutional neural network is used to extract image features, and the features are input into 
bidirectional recurrent neural networks (BiLSTM) for analysis to complete image recognition. Finally, 
the ICNN-BiLSTM model is used as the agent of reinforcement learning, and image error correction 
is completed by identifying the distance between the image and the key points of the reference image. 
Based on the Python platform, the proposed method was experimentally demonstrated, and the results 
showed that its average error correction accuracy reached 96.75%, with a processing time of 15.37s.
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1. INTRoDUCTIoN

With the continuous development of computer technology and communication technology, State 
Grid Corporation of China proposed the development strategy of “International Leading Energy 
Internet Enterprise” to promote the intelligent upgrading of power grid business and realize the digital 
transformation of marketing measurement system (Ersheng et al., 2020). Currently in traditional 
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laboratories, the information between various devices is isolated, lacking effective connections and with 
a high workload of data maintenance; the experimental equipment lacks necessary identity verification 
information, and the usage and location information of the equipment cannot be mastered; there is also 
a lack of linkage between experimental personnel and equipment (Fernandes et al., 2018; Sardjono, 
2021). The traditional laboratory has reached the stage where it must be upgraded and transformed. It 
is needed to build an interconnected intelligent laboratory integrated with the management platform 
using advanced technologies such as big data and microservices in the background of ubiquitous 
power from Internet of Things (IoT) and centering on communication management, data storage, 
computing analysis, business applications, data sharing, etc. (Giacomo et al., 2023).

Although laboratories in China have developed rapidly, various types of power grid equipment are 
also constantly increasing, and different equipment manufacturers are not the same. The interface types 
and data transmission protocols of the equipment are not the same, rendering it difficult to automate 
equipment inspections. At the same time, the laboratory testing process is very cumbersome, and the 
obtained experiments and test results cannot be automatically processed, requiring a large amount 
of manual collection, analysis, and uploading, resulting in very low efficiency. Therefore, there is an 
urgent need for intelligent and information-based management methods to achieve efficient analysis 
and to process equipment testing information.

The image recognition and error correction for testing reports of power grid equipment is a key 
business capability of the laboratory. At present, traditional image recognition methods include feature 
detection method, support vector machine (SVM) machine learning recognition method, BP neural 
network method, etc. However, these methods have a cumbersome processing process, low accuracy, 
and are not suitable for the recognition of test report images for power grid equipment (Lu et al., 2022; 
Masayuki et al., 2022). Recently, scholars are gradually increasing research on the direct use of deep 
reinforcement learning (DRL) for classification, but the classification effect is greatly influenced by 
the selection of agents. Meanwhile, present research on image error correction is mostly based on 
error correction output codes; however, redundant information is added in this approach, causing the 
waste of computing resources (Najib et al., 2022). As a result, drawing on the increasingly mature 
deep learning network and IoT technology, this paper proposes an image identification and error 
correction method for test report based on DRL and IoT platform in the smart laboratory. Compared 
with traditional methods, the innovation of the proposed method lies in:

1)  In order to improve the accuracy of image recognition, the proposed method adopts deep separable 
convolution to simplify the structure of convolutional neural networks (CNN) and combines it 
with bidirectional recurrent neural networks to ensure the network’s fast feature extraction.

2)  Due to the possibility of dimensionality disasters in traditional Q-learning algorithms, the proposed 
method uses the ICNN-BiLSTM model as an intelligent agent for reinforcement learning to make 
action decisions, further ensuring the reliability of error correction results.

2. RELATED RESEARCH

Both domestic and international scholars have conducted research on image recognition from the 
perspectives of feature extraction and machine learning, and a series of research results have been 
obtained. When the computer’s computing power is limited, researchers often manually extracted image 
features first and then performed image recognition (Guoming & Qinghua 2022). In image feature 
extraction, algorithms such as local binary patterns (LBP), histogram of oriented gradient (HOG), 
and Haar-like feature (HL) are widely used. As proposed by Xinrong et al (2022), a multi exposure 
image fusion technique based on multi-scale block LBP operator is proposed, which constructs an 
initial weight map by calculating the texture changes, brightness, and spatial consistency weights 
of the image and uses a multi-resolution method for image recognition. Song (2021) adopts the 
color threshold segmentation method and morphological processing to reduce interference in the 
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background area and to enhance the contour of the marker area. And the HOG method is used to 
collect the gradient or edge direction histogram of each pixel in the residential unit to complete the 
recognition of traffic signs. Chen and Wang (2020) uses edge detection methods to separate the target 
vehicle image from the background and binarizes the image. At the same time, Bayesian classifiers are 
used to achieve intelligent recognition of vehicle models based on different feature value categories. 
Although the above methods can achieve the extraction and recognition of image features, there are 
strict requirements for the shooting conditions of the original image. If the obtained image has uneven 
lighting, it will greatly affect the recognition results. In addition, the feature algorithm itself also has 
some drawbacks, for instance, the HOG algorithm itself does not have scale invariance.

In recent years, with the enhancement of computer’s computing power and neural network models 
have transformed from theory to reality. This deep learning model can discover complex structures 
in big data and plays a crucial role in speech recognition, visual target recognition, target detection, 
etc. (Chavarkar, 2023). Dongxing et al. (2022) proposes an image recognition method based on BP 
neural network and ASGS CWOA (adaptive shrinking grid search chaos wolf optimization algorithm), 
in which ASGS CWOA is used to optimize BP neural network parameters and to identify images. 
This method has a simple structure and low computational complexity, but it does not perform well 
in image recognition in complex backgrounds. Zhiyu et al. (2020) focuses on the improvement 
and application history of CNN, starting from its own structure and applications in various fields, 
summarizes the improvement and optimization directions of CNN in recent years, and shows many 
research results in the field of image recognition. Jianguo et al. (2022) proposes a student human 
motion feature image recognition based on graph neural networks, which combines image recognition 
technology with graph neural network management to achieve object detection and tracking. However, 
this method did not consider the impact of environmental factors, and the recognition effect needs 
to be improved. Shintaro et al. (2023) creates an image recognition dataset and uses YOLOv4 and 
YOLOv7 for image recognition. Although YOLOv4 network has a good analytical ability, it has many 
model parameters and low recognition efficiency. Zhenyu et al. (2021) utilizes attention convolutional 
neural networks (ACNN) to extract features from query images and uses a feature matching classifier 
(FMC) to calculate the similarity score between the feature map and the prototype, thus, completing 
the image recognition. This method combines ACNN and FMC to achieve recognition accuracy for 
static images, but its recognition performance needs to be further improved for image recognition in 
dynamic environments. Lifeng et al. (2022) proposes an image recognition method based on DenseNet 
and Deep Cone Residual Network (DPRN), in which the parallel feature extraction is performed using 
an extended convolutional module and is fused with DenseNet to construct an image recognition 
model. This model overcomes the problems of model complexity and large memory usage in DenseNet 
and can accurately recognize images, but it is difficult to identify errors in images. Most of the above 
methods have problems, such as complex models and time-consuming and difficult to identify image 
errors. Therefore, an image identification and error correction method for test report based on DRL 
and the IoT platform in the smart laboratory is proposed. Through the deep learning network, the 
image identification is carried out, and the environment is interacted. Errors in images are identified 
based on reinforcement learning, so as to achieve an accurate early warning of abnormal images.

3. BUILDING A SMART LABoRAToRy BASED oN THE IoT PLATFoRM

The IoT achieves device identification, monitoring, and positioning by connecting intelligent devices 
to the internet. At the same time, the IoT can achieve refined management of production and life, 
improve resource utilization and living standards, and attain the goal of intelligence (Shapla et al., 
2022). The term ‘things’ in the IoT mainly refers to objects that can be connected, have information 
transmission and processing capabilities, and are uniquely identifiable. In practical applications, 
communication protocols of the IoT must be strictly followed. Based on the IoT platform, a smart 
laboratory has been constructed, and its architecture is shown in Figure 1. According to the interface 
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specifications of the standard laboratory, various instruments and equipment, calibration devices, 
environmental sensing devices, office auxiliary devices, and mobile devices are connected downwards 
to achieve data collection and processing, and up to various applications on the smart laboratory 
platform, realizing laboratory data aggregation and uploading.

In a smart laboratory, the interconnecting equipment includes experimental equipment, intelligent 
equipment, and on-site equipment. The test equipment includes electric energy verification device, 
transformer verification device, quality inspection verification device, digital multimeter and other 
metering devices. Intelligent devices include various devices, such as environmental perception 
devices, personnel perception devices, file scanners, etc. The on-site equipment includes intelligent 
calibration instruments for electricity meters, intelligent calibration instruments for transformers, and 
other measuring instruments. The information collected by the device is uploaded to the intelligent 
edge agent perception device through wired or wireless means, and the information recognition is 
achieved through the deployed deep learning network. At the same time, by integrating environmental 
parameters, fault alarms, and other information, the processing results of the intelligent edge agent 
perception device are uploaded to the smart laboratory management platform through channels, 
such as the power wired private network and the power wireless private network (Xin et al., 2022). 
The intelligent laboratory management platform uses the deployed DRL model for information 
identification and error correction and distributes information such as executive feedback and warning 
processing to various equipment or platform software in the laboratory (Carlos Ankora, & Aju D., 
2022).

4. IMAGE RECoGNITIoN METHoD BASED oN DEEP LEARNING

4.1 Image Feature Extraction Based on Improved Convolutional Neural Network
The deep information features of laboratory test report images need to be extracted through multi-layer 
convolutional networks, and the application of deep network structures will result in a larger model. 
However, in smart laboratories, the image recognition technology is set in embedded devices, and an 
excessively large model will increase application costs and complexity (Jason et al., 2022). Therefore, 

Figure 1. Architecture of a smart laboratory
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the proposed method uses deep separable convolution (DSC) to replace the multi-layer convolution 
layer in the convolutional neural network to obtain an improved convolutional neural network (ICNN) 
to reduce model complexity while improving the identification efficiency and application effectiveness 
of the model with lightweight features. DSC refines the standard convolution operation into depth 
class and point-by-point class convolutions. The internal structure of convolution is shown in Figure 
2, which can reduce the number of parameters and operations in the convolution link.

When performing the standard convolution, if the size of the report information feature t  in the 
input test report image is C C Nτ τ× ×( )  and a convolution kernel k  with size C C N Mκ κ, , ,( )  is 

introduced for convolution, the output feature x  size is C C Mξ ξ× ×( ) , where Ct  and Ck  are the 
width and the height of the test report information feature and the convolution kernel; N, M is the 
number of input and output channels. Through DSC, x  can be mapped to t , and a hyperparameter 
u  can be imported to control the input and output channel quantities. The computational complexity 
is calculated as follows:

C C N C C N M C C
C C N M C C M C

κ κ τ τ τ τ

κ κ τ τ κ

υ υ υ υ υ× × × × + × × ×

× × × × ×
= +

2
 (1)

After obtaining the feature map of test report information through ICNN feature serialization, 
feature vectors are extracted from the pixel values of each column of the feature map from left to 
right. In this operation, each column of the test report information feature vector corresponds to a 
rectangular range in the feature map.

4.2 Image Recognition Based on Bidirectional Recurrent Network
Due to the effective utilization of input forward and backward feature information and the ability to 
learn long-term dependencies between features, the proposed method inputs the test report image 
features extracted by ICNN into the bidirectional recurrent network for analysis; thereby, obtaining 
reliable image recognition results. A forward recurrent neural network and a backward recurrent neural 
network are combined to form a bidirectional recurrent neural network, and the network is updated 
through the back propagation mode. Since the long short memory network (LSTM) can avoid the 
vanishing gradient problem in the traditional recurrent neural model, BiLSTM is selected for image 

Figure 2. Internal structure of DSC convolution
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recognition, and the full connection layer is introduced behind the bidirectional recurrent neural 
networks. To avoid the overfitting problem, a dropout layer is added inside the BiLSTM structure, 
and the identification results of the experimental test report image are output through the Softmax 
classification function. The overall structure of the image recognition model is shown in Figure 3.

The forward and backward LSTM structures in BiLSTM are the same, but do not share parameters. 
The input sequence is obtained by a dimensionality reduction of the feature matrix extracted from 
the ICNN layer, represented by X x x x xt T= { }1 2

. , , , ,  . When processing input data X at time t, 

the forward and reverse LSTM hidden layers are 
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Where w  is the weight parameter; b is offset; j and ′ϕ  represents forward and backward operation 
operations.

In addition, after adding the dropout layer to BiLSTM, the calculation of the fully connected 
layer is as follows:

c H p bh h= ( )+( )σ ω Θ  (3)

Where Θ p( )  is the probability vector generated, randomly deleting neurons with a p-ratio to 
prevent overfitting; s  is the activation function; H  is the output of the hidden layer.

After the test report image features are processed by BiLSTM, a high-performance classifier 
needs to be added to classify the input image categories. The proposed method uses a Softmax 
classifier, and the classifier based on the Softmax function output layer calculates a probability for 
each image category (Min &Sheng, 2023). Assuming that the probability of sample x belonging to 
the i-th category is p y i x=( ),ϑ , then the loss function J ϑ( )  based on log maximum likelihood 
function for training classifier is calculated as follows:

Figure 3. Overall structure of the image recognition model
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i

ϑ ϑ( ) = − = ( ) ( )( )( )=

Ω∑ log ,
1

 (4)

Where J is the model parameter; W  represents the training set; x yi i( ) ( )( ),  is the i-th training 

sample.
The output gate of the BiLSTM neural network can calculate the image category label 

corresponding to the input through the activation function and measure the input image label and 
the network output result to calculate the loss function. If the difference between the output category 
and the input image tag is small, the loss function value is small, and the training process of the 
BiLSTM network is the process of reducing the loss function value through continuous iterations. 
Subsequently, the output feature vectors are fed into the Softmax classifier for processing. In multi-
classification tasks, the output of the network is the score for each class corresponding to the input 
image. Through the Softmax classifier, the predicted probability value for the corresponding class 
of the input image can be obtained; thereby achieving image recognition.

5. ERRoR CoRRECTIoN METHoD oF TEST REPoRT BASED oN DRL

5.1 DRL
Reinforcement learning mainly seeks the optimal strategy by constant exploring attempts, that is, agents 
gradually learn to control behavior through self-exploration of the environment. The reinforcement 
learning problem is often modeled by Markov Decision Process (MDP). MDP can be expressed as 
a three tuple {S, A, R}: S represents the state space, A represents the action space, and R represents 
the reward (Liman &Yen, 2022). DRL is a new algorithm developed by Google’s DeepMind artificial 
intelligence research team by combining the deep network with intelligent perception ability and 
reinforcement learning with intelligent decision-making ability (Çağrı et al., 2023).

Q-learning algorithm is one of the important algorithms in reinforcement learning. In the 
process of reinforcement learning, agents interact with the environment (that is, state space), and use 
rewards as guidance to enable agents to obtain the most rewards, thus obtaining the optimal diagnosis 
strategy. When selecting the corresponding action during the interaction process, the Q value is used 
to evaluate its value. The Q value represents the expected total reward that the agent can receive in 
the final state after selecting an action. When the number of states and actions is limited, traditional 
Q-learning algorithms can determine actions by looking up Q-tables; however, when dealing with 
a large number of states and actions, mapping the relationship between actions and states using a 
table method may lead to a curse of dimensionality. Therefore, a deep neural network is used to fit 
an optimal Q function, namely a DQN, to solve this problem.

In DQN, a state action value function Q s at t,( )  is defined, and the Q value of the agent when 
selecting action at  using the optimal strategy p  in state st  is calculated as follows:

π s Q s at
a

t t
t

( ) = ( )argmax ,  (5)

The optimal function ˆ ,Q s at t( )  is defined to represent the highest cumulative reward value 
obtained by the intelligent agent when taking action at  in state st . The formula follows the Bellman 
equation, and ˆ ,Q s at t( ) is calculated as follows:
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Where g  is the discount factor, st+1  is the next state, and at+1  is the action selected based on 
the optimal strategy p . After value iterations are repeated, Q s at t,( )  converges to ˆ ,Q s at t( ) .

When the depth neural network is used to fit the Q function, the Q function is approximately 
Q s at t, ;θ( )  from the depth neural network with the weight of q , and its loss function is defined as 
follows:
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Where y is the target value, q̂  is the parameter of the target network, and the structure of the 
target network is the same as the current network Q s at t, ;θ( ) .

The proposed method uses the experience playback to stabilize the convergence process and 
constructs an experience pool P to store the state transition records of agents, where the state transition 
records of agents are obtained using the e - greedy strategy, and then we extract the experience 
samples stored in P and train the Q network by minimizing the loss function. The gradient descent 
is used to update the Q network parameters q  iteratively, and the interaction process in the environment 
is continuously simulated, and new state transition records are stored to replace the old transition 
records. Until the target network has merged with the current network, the training process repeats 
itself. The update calculation for q  is as follows:

θ θ ε
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Where e  is the learning rate.
After each optimization, the parameter q̂  of the target network is updated as follows:

ˆ , ;θ θ λ θ= + ∇ ( )Q s at t  (9)

Where l  is the update factor of the target network.

5.2 Multi-Head Attention Model
ICNN and BiLSTM networks are used as agents of the reinforcement learning model to identify 
and correct test report images. The process is shown in Figure 4. It mainly includes three steps: (1) 
Test report image feature extraction CNN part; (2) Image feature sequence analysis LSTM part; (3) 
Identification and error correction action decision-making part.
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Image Xu  is the image input and it is currently observed by the intelligent agent and the reference 
standard image X

0
. After extracting features through ICNN, it is input into the BiLSTM network, 

and the strategy π θst ;( )  and value V st v;θ( )  are outputs by two fully connected layers (FC). When 
the intelligent agent performs an image recognition action according to π θst ;( ) , it will receive the 
reward Rt  and state St  returned by the intelligent laboratory, as well as the pre-sequence ht  processed 
by BiLSTM as the input for the next neuron, h LSTM a c ht t out t+ = ( )1

, , , where cout  is the external 
input image signal, the intelligent agent action can be rewritten as a h st t t= ( )φθ , , and the Q function 

can be rewritten as Q h h st
i

t
i

t
θ θφ+ + +( )( )1 1 1

, , .
The updated network loss function is:
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Equation (10) is solved to minimize the loss function, where ht
i
+1  is the BiLSTM output at time 

t +1 , st+1  is the environmental state at time t +1 , and qi  and q̂i  are the training process parameters 
and target network parameters of the value function Q, and q̂i  is updated intermittently during the 
training process.

Within each part of the intelligent agent network, ICNN is used to extract image features, obtain 
state features of each time step, and interact with the environment in turns to obtain a sequence of 
state features, which are input into the BiLSTM network for image recognition. During the image 

Figure 4. Test report error correction process based on DRL
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recognition, when the environment interacts with at , intelligent agents use V st v;θ( )  to solve the 
current state value v and use it as a standard to measure the current Xu  and X

0
 states. The Euclidean 

distance D of key points in Xu  and X
0

 is simultaneously used for error correction, and if D is less 
than the set threshold, it indicates that the test report image is correct; on the contrary, if there are 
errors in the test report image, an alert will be issued.

6. EXPERIMENTS AND ANALySIS

6.1 Experimental Environment
In the experiment, Python 3.4 was used to implement the algorithm model, and Tensorflow function 
module was used to develop a deep learning network. Use Python matplotlib 3.1 library to realize data 
and information visualization, with 64 GB of memory, CPU i7 4790, GPU GTX1070, and CUDA 
9.0 and CUDNN 7.1 to speed up the calculation (Markiewicz & Koperwas, 2022).

Parameters for the DRL network are set as follows: CNN filter is 3×3, quantity is 32, step size 
is 1, and pool size is 2×2. Dropout is set to 0.5. The input size of BiLSTM is 24, and the number of 
units of each layer is 128. The activation function used is ReLU, Epochs=50. The Bellman discount 
factor is 0.9, the experience playback pool size is set to 100,000, the greedy strategy is 0.9, and the 
termination value is 0.001. During the training process, the off policy method is used, and the target 
network is updated every 100 steps.

In addition, accuracy and error rates were used for indicator evaluation in the experiment, and 
the average execution time of different methods in the same number of executions (set to 10) was 
used as the processing time.

6.2 Determination of Model Parameters
In the experiment, when testing the performance of the ICNN model, the convolution kernel size has 
a significant impact, and a reasonable convolution kernel size needs to be set. We set the convolution 
kernel size to 2×2, 4×4, 6×6 in sequence. The accuracy and efficiency of image recognition are 
shown in Table 1.

From Table 1, it can be seen that as the number of images increases in sequence, the identification 
accuracy of the proposed method is consistent under the same convolutional kernel size. However, 
the larger the convolutional kernel, the higher the identification accuracy. When the convolutional 
kernel size is 6×6, the identification accuracy reaches 99.54%. However, due to the large convolutional 
kernel, the number of training parameters will also increase, resulting in slower network training 
speed and longer convergence time. As a result, image recognition takes more time and efficiency 

Table 1. Influence of convolutional kernel size on identification performance

Index Number of images/ frame
Convolutional kernel size

2×2 4×4 6×6

Time/s

100 1.22 1.22 1.25

200 1.24 1.25 1.27

300 1.27 1.28 1.31

400 1.30 1.30 1.36

500 1.34 1.35 1.40

Accuracy/% 100-500 97.15 98.37 99.54
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decreases. When the convolutional kernel size is 6×6, its maximum identification time reaches 1.40s. 
Therefore, considering the recognition effect comprehensively, the optimal value of convolutional 
kernel size is set to 4×4. At this point, the proposed method has an image recognition accuracy of 
up to 98.37%, and the recognition time is lower than that of the convolutional kernel size of 6×6, 
which is close to the recognition time of the convolutional kernel size of 2×2, but the recognition 
accuracy is significantly improved.

At the same time, the setting of different learning rates in the DRL model is also crucial. The 
performance of the proposed method under different learning rates is analyzed through the loss 
function curve. The experimental results are shown in Figure 5.

As shown in Figure 5, with the increase of learning rate, the convergence rate of the loss function 
value is accelerated. At the same time, with the continuous increase of training times, the loss function 
under different learning rates showed a downward trend. After 150 times of training, the decrease 
of loss function value slowed down; when the number of training reaches 250, the curve begins to 
stabilize, and when the learning rate is 10-3, the loss function value is the lowest, lower than 10. 
Therefore, when the learning rate is 10-3, the proposed method has the best performance.

6.3 Analysis of Image Recognition Results
6.3.1 Performance Analysis of Deep Learning Models
In order to demonstrate the performance of the deep neural network in the DRL model, the basic 
CNN is compared with ICNN and ICNN-BiLSTM. Among them, ICNN is an improved model of 
CNN, while ICNN-BiLSTM is a deepened application of ICNN model. They have comparability. 
1,000 test report images are selected in the experiment, and the identification accuracy of the three 
models is shown in Figure 6.

From Figure 6, CNN tends to converge after about 100 times, and the final training accuracy 
is less than 90%, while ICNN uses DSC to reduce the number of parameters and operations in the 
convolution link; thus, accelerating the convergence rate. When the number of iterations reach 80, 
the ICNN model tends to converge and the training accuracy exceeds 90%. Owing to the proposed 
ICNN-BiLSTM model, which extracts features from ICNN and introduces BiLSTM model to learn 

Figure 5. Loss function curve under different learning rates
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and classify image features, the training accuracy is improved by up to 96.75%. At the same time, 
the dropout layer is added to the BiLSTM model, which can accelerate the convergence rate of the 
model. When the number of iterations is 50, the ICNN-BiLSTM model tends to be stable.

6.3.2 Analysis of Image Recognition Results for Test Report
Taking smart meters as an example, a total of 1,000 meters of five models are selected for inspection 
and testing in the smart laboratory. 1,000 test report images are input into the proposed method and 
identified in Chen and Wang (2020), Jianguo et al. (2022), and Zhenyu et al. (2021). The identification 
accuracy is shown in Figure 7. Among them, Chen and Wang (2020) adopt a traditional method, 
Jianguo et al. (2022) and Zhenyu et al. (2021) both use deep learning methods, but Jianguo et al. 
(2022) proposes a single model. Zhenyu et al. (2021) on the other hand, uses a fusion model, and all 
three methods are representative.

From Figure 7, it can be seen that the proposed method can achieve an identification accuracy 
of about 96% for the image recognition of five types of electricity meter test reports, and the 
fluctuations are not significant, indicating a certain degree of identification stability. Because of the 
combination of ICNN and BiLSTM models in the proposed method, reliable features extracted by 
ICNN are input into the BiLSTM model for learning, effectively ensuring identification accuracy. At 
the same time, the ICNN-BiLSTM model has strong identification ability and can recognize various 
images in different environments. Chen and Wang (2020) used binarization to obtain image features 
and Bayesian classifier to achieve intelligent recognition. This method has a simple structure and 
weak feature extraction ability, resulting in an identification accuracy of about 87%. Moreover, the 
identification results of different types of electricity meters fluctuate significantly. Jianguo et al. (2022) 
utilized ASGS-CWOA to optimize the parameters of the BP neural network, and also applied it for 
image recognition. The performance of this method has been improved to some extent compared to 
Chen and Wang (2020), but for image recognition in complex backgrounds, its accuracy needs to 
be improved, such as for meter type 5, whose identification accuracy is less than 90%. Zhenyu et al. 
(2021) used ACNN to extract image features and FMC to calculate the similarity score between the 
feature map and the prototype, thus completing image recognition. This method combines ACNN 
and FMC models to achieve high identification accuracy. For example, for meter 2 with a relatively 

Figure 6. Performance curve of ICNN-BiLSTM comparative model
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simple test report image, its identification accuracy exceeds 95%, close to the proposed method. 
However, for complex images, its recognition performance needs further improvement.

6.4 Analysis of Image Error Correction Results for Test Report
6.4.1 Performance Analysis of DRL Model
In the experiment, 500 smart meter test reports were randomly selected from the total sample, of 
which 490 were normal reports and 10 were error reports. A total of 50 rounds are set for the training 
model process, and 64 steps are set for each round of training process. The DRL network is trained 
according to the reward value updating method and network iteration process described above. The 
accuracy rate and loss function of the trained network model are shown in Figure 8.

As seen in Figure 8, with the increase of training rounds, the error correction accuracy of the 
proposed DRL model is gradually increasing. After 17 rounds of training, the model stabilized, with 
an error correction accuracy of about 95%, and the loss value gradually stabilized at around 0.001. It 
can be argued that the proposed model is effective for identifying and correcting test report images.

6.4.2 Comparison of Error Correction Results Using Different Methods
In order to demonstrate the comprehensive performance of the proposed method, it was compared 
with the error correction encoding method, deep Q-network (DQN), and methods in Lifeng et al. 
(2022). The image error correction error is shown in Figure 9.

In Figure 9, it can be seen that compared with other methods, the error correction error of the 
proposed method is the smallest, only about 4%. As it uses ICNN-BiLSTM as an agent to interact 
with the environment, the test report with errors is obtained through reinforcement learning. Due 
to the lack of high-performance intelligent agents, the error correction error of traditional DQN has 
been improved, reaching around 8%. Lifeng et al. (2022) combined DenseNet and DPRN models 
for image recognition and anomalies are identified, but there is a lack of interactive learning with 
the environment, resulting in large fluctuations in error correction errors, approaching 10%. The 

Figure 7. Comparison of identification results of different models



International Journal of Information Technologies and Systems Approach
Volume 17 • Issue 1

14

conventional error correction coding method has significant limitations in its application and lacks 
reliable feature extraction capabilities, resulting in the largest error correction error of about 12%. 
Thus, it can be seen that the proposed method has obvious advantages in image error correction.

Common errors in test report images include data errors (A), image skewing (B), non-standard 
unit symbols (C), and table misalignment (D). 440 test reports with errors were selected and analyzed 
using the proposed method and deep Q network (DQN). The error correction accuracy and processing 
time are shown in Table 2.

Figure 8. Training curve of DRL model

Figure 9. Comparison of correction errors for image error using different methods
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As seen in Table 2, two kinds of DRL networks are used to identify and correct the error sample 
images in the test set, and the proposed method has a high error correction accuracy rate for all kinds 
of error reports, with the average accuracy rate reaching 96.75%, especially for the detection of image 
tilt and table dislocation, where the accuracy rate exceeds 97%. This is because compared to the DQN 
network, the proposed method selects ICNN-BiLSTM as the intelligent agent, which has better image 
extraction and recognition capabilities and can improve the error correction accuracy. However, the 
more complex structure also leads to an increase in error correction time. The processing time of the 
proposed method is 15.37s, which is 1.48s longer than DQN. Overall, applying the proposed method 
to identify and correct test report images in smart laboratories can achieve outstanding results.

7. CoNCLUSIoN

For a better adaptation to the intelligent upgrading of power grid business and in order to achieve 
efficient processing of smart laboratory test reports, an image recognition and error correction method 
for test reports based on DRL and the IoT platform is proposed. On the smart laboratory platform, 
the ICNN-BiLSTM model is used for precise image recognition, and it is also used as an intelligent 
agent for reinforcement learning models. By calculating the distance between the key points of the 
identified image and the reference image, the reliable error correction of the image is determined. 
The experimental results based on the Python platform indicate that:

1)  ICNN - BiLSTM model has reliable image identification performance, which can achieve an 
identification accuracy of about 96%, and the fluctuation is not obvious in different environments. 
At the same time, with the help of DSC operation, its convergence rate is also high.

2)  The proposed method utilizes the ICNN-BiLSTM model as an intelligent agent for interactive 
learning, which can accurately identify error reports. Its average error correction accuracy reaches 
96.75%, and the processing time is 15.37s, which is superior to other comparative methods.

The basic logic of DRL network is similar to that of human thinking, representing the most 
possible development direction of automation. In future research, the migration algorithm will be 
introduced into DRL to solve the scarcity problem of effective data in the real laboratory.
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Table 2. Comparison of error correction accuracy and processing time of different methods

Method DQN Proposed method

Accuracy/%

A/150 90.28 94.37

B/120 92.53 97.41

C/90 91.78 96.08

D/80 93.04 99.15

Mean accuracy/% 91.91 96.75

Time/s 13.89 15.37
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