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ABSTRACT

This paper intends to better understand the pre-exercise of modeling for direct marketing response
prediction and assess the predictive performance of machine learning. For this, the authors are using
a machine learning technique in a dataset of direct marketing, which is available at IBM Watson
Analytics in the IBM community. In the results, first, among all variables, customer lifetime value,
coverage, employment status, income, marital status, monthly premium auto, months since last claim,
months since policy inception, renew offer type, and the total claim amount is shown to influence
direct marketing response. However, others have no significance. Second, for the full model, the
accuracy rate is 0.864, which implies that the error rate is 0.136. Among the patients who predicted
not having a direct marketing response, the accuracy that would not have a direct marketing response
was 87.23%, and the accuracy that had a direct marketing response was 66.34% among the patients
predicted to have a direct marketing response.
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1. INTRODUCTION

In the realm of product advertising and promotion, there exist two distinct approaches, namely, mass
marketing and direct marketing (Roddy, 2002). Mass marketing utilizes various mass media channels
to disseminate product-related information to both current and potential customers. These channels
typically include television, radio, magazines, and newspapers, and the marketing messages are targeted
toward large customer segments. Mass marketing does not discriminate against individual customers
within the group, and the information delivered remains consistent for all. On the other hand, direct
marketing focuses on targeting specific individuals or households with tailored marketing messages.

Direct marketing has become an increasingly important strategy for businesses seeking to reach their
target customers (Poon et al., 2017). However, the success of direct marketing campaigns depends on the
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ability to accurately predict customer behavior and preferences. Inaccurate predictions can lead to wasted
resources, ineffective campaigns, and a poor return on investment. Therefore, predicting direct marketing
outcomes has become a critical area of research in marketing. Accurate predictions can help businesses
optimize their campaigns, targeting the right customers at the right time with the right message. By using
advanced data analytics and machine learning techniques, businesses can identify patterns in customer
behavior and tailor their marketing strategies accordingly. Furthermore, predicting direct marketing
outcomes can also help businesses stay ahead of the competition. As the marketing landscape becomes
more competitive, businesses need to find ways to differentiate themselves and provide more personalized
experiences to their customers. Predictive analytics can help businesses gain a deeper understanding of
their customers, allowing them to deliver more targeted and effective marketing campaigns.

Direct marketing relies on the creation of precise predictive models within databases and is an
area that has the potential to benefit significantly from such models (Berger & Magliozi 1992). As
an increasing number of companies adopt direct marketing as a distribution strategy, there has been
a surge in spending on these channels, with direct marketing staff prioritizing consumer response
modeling to enhance revenue, minimize costs, and improve overall profitability. In addition to the
traditional statistical approach to forecasting consumer purchases, researchers have recently applied
data mining techniques to large, noisy databases, which offer several unique advantages.

Especially, there are several reasons why a new data analysis method is needed for predicting direct
marketing (Sharma et al., 2022). First, traditional methods such as logistic regression have limitations
in handling large and complex datasets. With the increasing amount of data being generated in today’s
digital age, there is a need for more powerful and scalable algorithms. Second, consumer behavior and
preferences are constantly evolving, making it challenging to build accurate predictive models that can
adapt to these changes. Third, the rise of new technologies such as artificial intelligence and machine
learning has opened up new possibilities for predictive modeling, and there is a need to explore these
methods to improve the accuracy and efficiency of direct marketing predictions. Overall, a new data
analysis method for direct marketing prediction is needed to keep up with the changing landscape
of consumer behavior and technology, and to improve the effectiveness of marketing campaigns.

In recent years, there has been a growing trend to use machine learning techniques to perform tasks
associated with artificial intelligence (AI) (Simon, 2019). These tasks include recognition, analysis,
planning, robot control, and forecasting, among others. One example of a well-known US company
that has applied Al-powered data analysis methods for predicting direct marketing outcomes is IBM.
IBM’s Watson Marketing Insights platform uses machine learning algorithms to analyze customer
data and predict which marketing campaigns are most likely to generate the desired response from
customers (Hassan, 2022). In a real-world application of this technology, a large insurance company
used Watson Marketing Insights to analyze their customer data and identify the most effective channels
for reaching different customer segments. The analysis revealed that email marketing was the most
effective channel for one customer segment, while direct mail was more effective for another segment.
Armed with this knowledge, the insurance company was able to tailor their marketing campaigns to
each customer segment and achieve better results.

Especially, Machine learning is a method of automatically learning models and making predictions
using data in the field of artificial intelligence. Machine learning is used in many fields and has
various definitions. Samuel (1959) argues that machine learning is defined as “the field that enables
computers to learn from experience to perform specific tasks.” This definition highlights one of
the key features of machine learning: learning based on experience. Michalski et al.(1984) suggest
that machine learning is “building a computer program that learns about a measure of performance
P from experience E on some task T”. This definition emphasizes the importance of improving
performance, which is the goal of machine learning, and computer programs, which are the output
of learning. Ng & Jordan (1921) define machine learning as “a branch of artificial intelligence that
allows computers to learn automatically from experience.” This definition highlights a key feature
of machine learning: automatic learning.
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Machine learning involves the study and development of algorithms that can make predictions
based on data. It is a powerful tool that allows the creation of programs with tunable parameters that
adapt to earlier data to improve their performance. Machine learning techniques have been rapidly
advancing and have been shown to emulate the human mind by representing multi-level records and
effectively addressing the selectivity-invariance dilemma (Cun et al., 2015). In the context of direct
marketing, machine learning can be used to predict whether a particular customer is available, and
can automate the process of feature validation. However, a disadvantage of this model is that it assigns
different weights to each factor. In real life, direct marketing responses may sometimes depend on a
single strong factor only, which cannot be captured by this system.

To overcome the shortcomings of these models, the purpose of this study is to find and analyze
the prediction of direct marketing response so that companies can use the study to formulate possible
solutions for this strategy. Therefore, this study has the following important meanings. First, this
methodology can also be considered a roadmap for the readers. They can follow the steps and apply
a procedure to identify the causes of many other problems. Second, this paper aims to provide a
quick, immediate, and easy way to choose deserving customers. It can offer particular advantages to
companies. The direct marketing response prediction system can automatically calculate the weight of
each feature taking part in direct marketing response processing. On new test data, the same features
are processed concerning their associated weight. Finally, a time limit can be set for the applicant to
check whether the direct marketing response can be sanctioned or not. The direct marketing response
prediction system allows jumping to a specific application so that it can be checked on a priority basis.

To this end, first, we will comprehensively review the literature on existing studies and
methodologies on direct marketing. Second, the dataset used in this study, machine learning technique,
media mining model, and performance evaluation method are presented. Third, we present the
analysis results of the decision tree, which is a machine-learning technique used in this study. Finally,
in the conclusion part, a discussion of the results of this study, academic contributions and practical
implications of the study, limitations of the study, and future research directions are presented.

2. RELATED STUDY
2.1 DIRECT MARKETING

Direct marketing refers to the practice of communicating with potential customers directly and
individually, using a variety of channels such as mail, email, social media, or telemarketing (Lim, et
al., 2023). It has been extensively studied in the field of marketing, and below are some key findings
and trends. First, from the perspective of personalization, customizing marketing messages based on
individual preferences, behaviors, and demographic information can significantly improve response
rates and conversion rates (Srivastava, & Bag, 2023). Second, by a data-driven approach, direct
marketing heavily relies on customer data to identify potential customers, tailor messages, and measure
the effectiveness of campaigns. Advances in data analytics and machine learning have made it easier
to collect, analyze, and apply customer insights (Suoniemi, et al., 2022). Third, by multi-channel
approach, combining multiple channels in a coordinated manner (e.g., email, social media, and direct
mail) can enhance the reach, frequency, and impact of direct marketing campaigns (Bellaaj, 2021).
Fourth, considering timing and frequency, the timing and frequency of direct marketing messages can
have a significant impact on customer engagement and response rates. Marketers need to carefully
balance frequency with the risk of over-communicating and irritating customers (Swain et al., 2023).
Fifth, in the perspective of trust and privacy, direct marketing involves collecting and using customer
data, which can raise privacy concerns and erode trust if not handled transparently and ethically.
Compliance with data protection regulations such as GDPR and CCPA is critical (Calzada, 2022).
Sixth, by measuring and optimizing, direct marketing campaigns need to be constantly monitored
and optimized based on performance metrics such as response rates, conversion rates, and customer
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lifetime value. Testing, segmentation, and attribution modeling are some common techniques used
to improve campaign effectiveness (Lim, 2022).

2.2 DIRECT MARKETING RESPONSE ANALYSIS MODEL

The principal objective of direct marketing consumer response modeling is to identify customers who are
most likely to respond to promotional campaigns. Researchers have developed several direct marketing
response models based on consumer data. One of the classic models, the Recency, Frequency, Monetary
Value (RFM) model, assesses the probability of customer response by considering the recency of the
last purchase, frequency of purchases made over the past years, and the monetary value of a customer’s
purchase history (Berger & Magliozzi, 1992). More advanced models can be created by analyzing
customer demographic and psychographic variables, credit histories, and purchasing patterns, thereby
enhancing understanding of consumer responses and improving purchase prediction accuracy.

Until recently, statistical methods such as logistic regression and discriminant analysis have
predominated direct marketing response modeling (Berger & Magliozzi, 1992). These statistical
methods, while powerful, impose strict assumptions on data types and their distribution and can only
manage a limited number of variables. Regression-based methods rely on a fixed-form equation and
assume a single best solution, limiting researchers’ ability to compare alternative solutions manually.
Furthermore, when applied to actual data, critical assumptions underlying research methods are
often violated (Bhattacharyya, 1999). Recently, researchers have developed more advanced models,
including beta-logistic models (Rao & Steckel, 1995), tree-generating techniques such as Classification
and Regression Trees (CART) and Chi-squared Automatic Interaction Detection (CHAID) (Haughton
& Oulabi, 1997), and hierarchical Bayes models (Allenby et al., 1999). Several studies have addressed
selection and endogeneity biases in existing models to enhance predictive accuracy (Goniil et al., 2000).

Recently, there has been a rapid accumulation of customer and transactional data, leading to
the creation of vast databases. The voluminous amount of consumer data provides researchers with
unique opportunities to use data-mining methods to gain insight into consumer behavior. For example,
researchers have utilized consumer lifetime and transaction variables, in addition to the RFM variables,
to enhance the performance of models (Bhattacharyya, 1999; Venkatesan & Kumar 2004). However,
with the increasing amount and variety of customer data, it may be impossible to manually optimize
response models (Bitran & Mondschein 1996). This presents new challenges in how to leverage the
different types and increasing volumes of customer data to support management decision-making.

Innovative methods, such as machine learning, offer a way to perform data mining with large
databases to provide decision support to managers. Machine learning is a computer-based approach
that can extract patterns or knowledge from data and perform optimization tasks with minimal human
intervention. These methods are rooted in artificial intelligence and dynamic programming and have
been widely adopted as useful data-mining tools in various fields to discover “interesting” and non-
obvious patterns or knowledge hidden in a database that can improve the bottom line. Examples of
these methods include association rules, decision trees, neural networks, and genetic algorithms.
Business researchers have utilized some of these techniques to address classification problems such as
predicting bankruptcy and loan default and modeling consumer choice (Hu et al., 1999). Additionally,
these methods can be highly valuable in situations where researchers have observable data, but the
model structure is unknown, enabling them to learn new knowledge.

Especially, using machine learning for direct marketing response analysis has several benefits
(Ding, & Goldfarb, 2023). Firstly, machine learning algorithms can process and analyze large volumes
of data much faster and more accurately than humans, which is essential when dealing with marketing
campaigns that often involve millions of potential customers. Secondly, machine learning can help
identify patterns and trends in customer behavior, allowing marketers to better understand what
types of messaging and offers are most likely to resonate with their target audience. Thirdly, machine
learning can help optimize marketing campaigns in real-time by constantly monitoring and adjusting
messaging, targeting, and other variables based on customer responses. Overall, machine learning
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enables marketers to make more data-driven decisions and create more effective and efficient direct
marketing campaigns that are more likely to achieve their desired outcomes.

3. METHODOLOGY

3.1 Dataset

The dataset used for experiments in this paper was related to direct marketing and is available at IBM
Watson Analytics in IBM Community. The details of 23 attributes are shown in Table 1. IBM Watson
Analytics in IBM Community has several advantages because it has datasets in various fields. First,
IBM Watson Analytics in IBM Community has datasets from multiple disciplines. This helps users
easily find and utilize data in the desired field. Second, IBM Watson Analytics in IBM Community has
large datasets. This helps to derive more accurate analysis results by providing various data required
for analysis. Third, IBM Watson Analytics in IBM Community has high-quality datasets. This not
only increases the reliability of the analysis results but also prevents incorrect conclusions by ensuring

Table 1.
The variables in each category

Variables Description

State Categorical (California 34%, Oregon 28%, Other(3) 37%)

Customer Lifetime Value Numeric

Coverage Categorical (Basic 61%, Extended 30%, Other(1) 9%)

Education Categorical (Bachelor 30%, Cllege 29%, Other(3) 41%)

Effective to date Numeric

EmploymentStaus Categorical (Employed 62%, Unemployed 25%, Other(3) 12%)
Gender Binary (Female 51%, Male 49%)
Income Numeric

Location Code Categorical (Suburban 53%, Rural 19%, Other(1) 17%)

Marital Status Categorical (Married 58%, Single 27%, Other(1) 15%)

Variable

Independent Monthly Premium Auto Numeric
Variables Months Since Last Claim Numeric
Months Since Policy inception | Numeric
Number of Open Complaints | Numeric
Number of Policies Numeric
Policy Type Categorical (Personal Auto 74%, Corporate Auto 22%, Other(1) 4%)
Policy Categorical (Personal L3 38%, Personal L2 23%, Other(2) 27%)
Renew Offer Type Categorical (Offerl 41%, Offer2 32%, Other(2) 27%)
Sales Channel Categorical (Agent 38%, Branch 28%, Other(2) 34%)
Total Claim Amount Numeric
Vehicle Class Categorical (Four-Door Car 51%, Two-Door Car 21%, Other(4) 29%)
Vehicle Size Categorical (Medsize 70%, Small 19%, Other(1) 10%)
Dependant Response Binary (Yes or No)
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the accuracy of the data. Finally, IBM Watson Analytics in IBM Community provides pre-cleaned
datasets. This helps users perform analysis faster by reducing the time it takes to clean the data.

3.2 Decision Tree

Among various analysis techniques, a decision tree (DT) is a powerful and popular machine-learning
algorithm to this date for predicting and classifying big data (Gonzalez-Cava et al., 2018). The decision
tree has the following advantages over other classifiers. First, a decision tree has a tree structure,
and each node divides data based on specific attributes. This structure makes it easy to understand
how the model works. You can also figure out which attributes play an important role in each node.
Second, decision trees work well with a variety of datasets, from simple to complex. In addition, the
prediction time is very fast and shows high speed even on large datasets. Third, decision trees can
handle various types of data. It also requires fewer data preprocessing than other classifiers. This
makes model development and maintenance easy. Finally, decision trees can prevent overfitting by
setting appropriate hyperparameters. In addition, you can further improve the performance of your
model when used with ensemble techniques.

The utility of decision trees extends to both classification and regression problems. The question
may arise as to why we prefer to use decision tree classifiers over other classifiers. There are two key
reasons for this preference. Firstly, decision trees attempt to imitate the thinking process of the human
brain. Thus, it is quite easy to understand the data and draw valid conclusions or interpretations.
Secondly, unlike Support Vector Machines (SVM), Neural Networks (NN), and other black-box
algorithms, decision trees enable us to see the logic behind the data and its interpretation. This feature
renders decision trees highly desirable among modern-day programmers due to its simplicity and
clarity. Having established the benefits of decision trees, we shall delve further into the decision tree
classifier. The decision tree is essentially a tree where numerous nodes represent features (attributes).
Each link (branch) represents a decision or rule, and each leaf of the tree represents an outcome
or categorical/continuous value. The objective is to create a tree that spans the entire dataset and
obtains an outcome at every leaf (Canfield et al., 2005). Having gained a better understanding of
what a decision tree entails, we shall proceed to discuss how to build a decision tree classifier. Two
different algorithms can be utilized for this task: Classification and Regression Trees (CART) and
Iterative Dichotomiser 3 (ID3).

For ID3 first, we take the x value in the column and a y value, which stays at the last position
of the column and only has a “YES” or “NO” value. For the chart above, we have (outlook, temp,
humidity, and windy) as our x values and play, which only has two options either “YES’ or “NO” is at
the last position of the column, or is our y value. Now we need to do the mapping of x and y. As we
can see, it is a binary classification problem, so let us build the tree using the ID3 algorithm. Now to
create a tree, we need a root node first, and we need to pick one first to be the root node. A general
rule of thumb is to choose the feature which has the most influence on the value y first as the root
node. Then we move on and choose the next most influential feature to be the next node. Here we are
going to use the concept of entropy, which is the measure of the amount of uncertainty in the data
set. We need to calculate the entropy for all categorical values for the binary classification problem
(Goetz, 2010). So to sum it all up, we can say that we need to compute the entropy for the data set
first. Then for every attribute/feature, we need first of all to calculate entropy for all the categorical
values, then take the average value information entropy for the current attribute and finally calculate
how much we have gained for the current attribute. After that, we need to pick the highest gain
attribute and repeat until we get our desired tree. Now that is the process of ID3.

As we have discussed above decision tree classifier has been made on another algorithm known
as CART short for classification and regression trees. In this algorithm, the Gini index is used as
a cost function used to evaluate splits in the dataset. Here our target variable is indeed binary, so it
will take two values (yes and no). And as we all know, there can be 4 combinations. Now we need to
figure out the Gini score which will give us a good idea of how we can split the data. If we can get a
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Gini score of 0 we can consider it to be a perfect separation, whereas the worst-case scenario would
be a split of 50/50. Now the question arises of how we can calculate the Gini index value.

Now, if the target variable is a categorical variable with multiple levels, the Gini index will still
be similar. So the steps for this method are the first compute of the Gini index for the dataset. Then
for every feature, we need to calculate the Gini index for all categorical values and take the average
information entropy for the current attribute and, in the end, calculate the Gini gain. After we are done
with that, we can pick the best Gini gain attribute, and we need to repeat it until we get our desired
tree. And that is how the decision tree algorithm works.

DT classification methods involve building tree models that consist of a series of predictors.
Each of these predictors (attributes) within a training set is split repetitively until pure subsets are
obtained. This process of repetitive splitting is influenced by a particular entity’s (i.e., customer)
characteristics (James et al., 2013). The basic anatomy of a DT comprises both a leaf node and a
decision node. The leaf node represents a predictor variable and signifies the point where binary
splits transpire. Leaf nodes are also known as internal nodes (Mendez et al., 2008). The decision
node, also known as the terminal node (Mendez et al., 2008), represents the output variable (binary
outcome variable) and graphically is depicted as the end of the branch. It is the terminal node that
serves as the basis for churn prediction for it reports the category with the majority of cases. Extant
literature has revealed that four major DT machine-learning algorithms are commonly utilized. 1)
Classification and Regression Trees (CART) 2) C4.5 3) chi-squared automatic interaction detection
(CHAID) and 4) C5.0. DTs serve as the foundation of other tree methods like random forests and
ensemble forests, which essentially involve aggregating multiple decision trees (James et al., 2013).

The process of binary splitting an attribute relies on selecting the right attributes to split. Correct
attribute selection is dependent on calculating either entropy measures (C4.5) or choosing the Gini
criterion (CART) based on the type of DT algorithm (Verbeke et al., 2012). DT analysis is quite
popular due to its simplicity, graphical layout, and ease of interpretation (Hoppner et al., 2017). DTs
provide an appropriate schematic to model both quantitative and qualitative decision-making questions
without needing to create dummy variables or transformations (Hoppner et al., 2017). Moreover, DTs
are also able to monitor non-linearities and are easy to compute (Hoppner et al., 2017). However,
DTs also have their disadvantages. DT results may not always be as predictively accurate as other
methods. Furthermore, minor changes in the dataset can result in non-robust predictions (James
et al., 2013). However, this classification technique has been used frequently to model churn (De
Caigny et al., 2018).

3.3 Data Mining Models

To survive in an increasingly competitive marketplace, many companies are turning to data mining
techniques for decision prediction analysis. To manage customers effectively, we need to build a
more effective and accurate decision prediction model. Statistical and data mining techniques have
been utilized to construct decision prediction models. The data mining techniques can be used to
discover interesting patterns or relationships in the data, and predict or classify the behavior by
fitting a model based on available data. In the case where the learning dataset and the test dataset
are separated for machine learning, the test dataset must satisfy the following requirements. First,
the training dataset and the test dataset must be created in the same format. Second, the test dataset
should not be included in the training dataset. Third, the training dataset and the test dataset must be
consistent in data. However, it is challenging to create a test data set that meets these requirements.
In data mining, various verification frameworks using one dataset have been developed to solve
this problem. This study uses the Split Validation operator provided by RapidMiner to support this.
The operator splits the input dataset into a training dataset and a test dataset to support performance
evaluation. This study selects relative segmentation among the segmentation method parameters of
this operator and uses 70% of input data as learning data.
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3.4 Performance Evaluation

Performance assessment uses training data to determine how well the generated model works.
Performance measures can be divided into technical performance measures and heuristic measures.
The technical performance measures to be used in this study show performance results by generating
models from training data, processing test data into models, and comparing the class labels of original
verification cases with predicted class labels. Measuring technical performance can be divided into
supervised and unsupervised learning. The supervised learning used in this study is classified and
regressed. The data used for this learning and test all have original class values. The performance is
obtained by comparing and analyzing the original class values with the prediction results.

The classification problem is the most common data analysis problem. Various metrics have been
developed to measure the performance of classification models. For classification problems of category
type, accuracy, precision, recall, and f-measure are used a lot. RapidMiner includes Performance
(Classification), which measures performance indicators for common classification problems, and
Performance (Binominal Classification), which provides performance indicators specific to binomial
classification problems. Table 2 shows how these indicators are calculated.

4. RESULTS

Figure 1 shows the classification tree for the full model after pruning the tree using cross-validation
to avoid overfitting (Kuhn, & Johnson, 2013). The key variables in the full model analysis consist
of 10 ones, as shown below, based on the criterion established with each of these variables. Among
all variables, customer lifetime value, coverage, employment status, income, marital status, monthly
premium auto, months since the last claim, months since policy inception, renew offer type, and
the total claim amount is shown to influence direct marketing response. However, others have no
significance.

Tables 3 illustrate each of the confusion matrix measures. For the full model, the accuracy rate
is 0.864, which implies that the error rate is 0.136. Among the patients who predicted not to have a
direct marketing response, the accuracy that would not have a direct marketing response was 87.23%,
and the accuracy that had a direct marketing response was 66.34% among the patients who predicted
to have a direct marketing response.

5. CONCLUSION

5.1 Discussion

The primary aim of this research paper is to evaluate the accuracy of existing models and develop
a new model for predicting direct marketing response. The research encompasses two primary
objectives: 1) to gain a better understanding of the variables’ role in predictive modeling for direct
marketing response, and 2) to assess the predictive performance of decision trees. Based on the

Table 2.
Key performance indicators of binomial classification

Actual class (as determined by Gold Standard)
True False
Predicted Positive True Positive False Positive(Type I error)
class Negative False Negative(Type II error) True Negative

Precision = TP/(TP+FP), Recall = TP/(TP+FN), True negative rate = TN/(TN+FP), Accuracy = (TP+TN)/(TP+TN+FP+FN), F-measure =
2+((precision-recall)/(precision + recall))
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Figure 1.
Classification tree for the full model

> 28 <m 223221
Do ] [ |
Hetired

) 3
Im-'r'-r-_-_-*-:_J [omenee | [remome] [ comer | I---=_-°-_~|*=r_-=-_ﬂ_-l
- I;bew'uul [ ol Caim ameurt | [ proea— ] ¥ - )
| ey | [[rotat laim ameuet | > 33780 i | Manthly Premim Auto J I Total Claim Amount |
= o | L] ot Lo
ey ‘ﬁ‘ ==
Table 3.
Performance evaluation
True N True Y Class precision
Pred. N 2,302 337 87.23%
Pred. Y 34 67 66.34%
Class recall 98.54% 16.58%

findings, several implications are derived. The results suggest that assessing the variables’ role is a
complex process, and their impact varies depending on the classification techniques used. Decision
tree methods prioritize explanatory power as the most crucial factor in analysis. Therefore, reaching
a unanimous conclusion about the most critical explanatory variables for direct marketing response
prediction is not feasible. Nonetheless, this research provides additional insights into customer profiles.
Companies should use classification techniques to predict direct marketing responses. The study
reveals that customer lifetime value, coverage, employment status, income, marital status, monthly
premium auto, months since the last claim, months since policy inception, renewal offer type, and
total claim amount impact direct marketing response, while other variables are insignificant. Secondly,
the full model’s accuracy rate is 0.864, indicating an error rate of 0.136. Among patients predicted
not to have a direct marketing response, the accuracy rate of not having a direct marketing response
is 87.23%, while the accuracy rate of having a direct marketing response is 66.34% among patients
predicted to have a direct marketing response.

5.2 Research Contributions and Practical Contributions

The present study makes research and practical contributions. Firstly, it expands the existing literature
by empirically investigating the combined impact of variables on direct marketing response modeling.
Although many studies have been conducted on direct marketing response prediction, no universal
tool has been developed to predict it due to its complexity and interrelation with multiple factors. As
a result, researchers tend to focus on a limited number of elements and neglect the effects of other
factors, such as changing customer demographics and privacy issues. This study contributes to the
literature on direct marketing response prediction by offering a comprehensive model summarizing
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the determinants of direct marketing response prediction, including customer factors. Secondly, the
methodology employed in this paper serves as a guide for readers to follow the same steps taken in
this case study and apply the one-day procedure to diagnose other problems. This paper strives to
develop the best-performing model for predicting direct marketing response based on a restricted set
of features, including customer factors, by utilizing machine learning techniques such as decision
tree and feature importance analysis to achieve greater accuracy. Using this methodology, the study
reveals a pattern of direct marketing response prediction.

In practical terms, the application discussed in this paper assists companies in managing customer
personal records, allowing for faster decision-making if the user’s report is already on file. The paper
presents a prototype model that organizations can utilize to make informed decisions about approving
or rejecting direct marketing requests from customers. Additionally, this study is focused solely on
the managing authority of the company, ensuring that the entire prediction process remains private
and immune from stakeholder interference. Results for a specific direct marketing response ID can
be transmitted to various departments within the company, enabling them to take appropriate action
on the application and facilitating other formalities across all departments.

5.3 Limitations and Future Research Directions

In the proposed system, we need to have a database to store the records of the customers, and when
the count of customers increases means, more data will be generated, and the storage will become
a problem. Therefore, in a future release, there will be a cloud facility to store all the records in the
cloud. Therefore, the data is protected safely and can be retrieved from anywhere if we have the
right to access the data. The smart device will be synced with our application in the future release.
Therefore, the customer’s real-time financial condition will be monitored, and in the case of financial
needs, the companies will get alerted.

In the future, first, the machine learning model will make use of a larger training dataset, possibly
more than a million different data points maintained in an electronic financial record system. Although
it would be a huge leap in terms of computational power and software sophistication, a system that will
work on artificial intelligence might allow the financial practitioner to make the best-suited decision
for the concerned customers as soon as possible. Second, the purpose of this study is to empirically
demonstrate the process of solving issues in the field of direct marketing with machine learning. And
this study is the first such attempt. In the field of direct marketing, the predictive power required to
solve problems based on limited data is high. However, the prediction performance in this study has
limitations of the current study and should be improved in the future.
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