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ABSTRACT

Due to the rapid advancement of wireless sensor and location technologies, a large amount of mobile 
agent trajectory data has become available. Intelligent city systems and video surveillance all benefit 
from trajectory anomaly detection. The authors propose an unsupervised reconstruction error-based 
trajectory anomaly detection (RETAD) method for vehicles to address the issues of conventional 
anomaly detection, which include difficulty extracting features, are susceptible to overfitting, and 
have a poor anomaly detection effect. RETAD reconstructs the original vehicle trajectories through 
an autoencoder based on recurrent neural networks. The model obtains moving patterns of normal 
trajectories by eliminating the gap between the reconstruction results and the initial inputs. Anomalous 
trajectories are defined as those with a reconstruction error larger than anomaly threshold. Experimental 
results demonstrate that the effectiveness of RETAD in detecting anomalies is superior to traditional 
distance-based, density-based, and machine learning classification algorithms on multiple metrics.
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INTRODUCTION

With the continuous progress of Global Positioning Systems (GPS), laser radar, high-resolution cameras, 
and other sensor technologies, the trajectory information of a huge number of mobile individuals has 
grown drastically, including pedestrian trajectories, vehicle trajectories, ship and aircraft trajectories, 

https://orcid.org/0000-0002-2781-4683


International Journal of Data Warehousing and Mining
Volume 19 • Issue 2

2

and so on. Anomaly detection based on the trajectory of the above mobile agents is widely applied in 
a variety of visual tasks. For instance, in the field of intelligent traffic monitoring, anomalous vehicle 
behavior, such as sudden acceleration, deviation from the road, position drift, etc., may present dangers 
related to drunk driving, traffic collisions, and road violations. Timely identification and assessment of 
anomalous activity within the region of interest is crucial for proactive resolution measures and represents 
a higher level of object perception (Tu et al. 2017). Due to the overload of trajectory information and 
differences in camera positions, sampling frequencies, and scene structures in real traffic monitoring 
scenarios, vehicle trajectories usually differ in time and space characteristics, and anomaly detection tasks 
cannot be accomplished by manual operations. Consequently, it is significant to design an automatic 
anomaly detection algorithm to mine and analyze traffic trajectories.

The objective of vehicle trajectory anomaly detection is to identify abnormal trajectories from a 
large amount of unlabeled traffic trajectory data from the real world or virtual simulation. Chandola 
et al. (2009) developed the definition of anomalies, which are irregularities in data sets that do not 
adhere to acceptable behavior. Specific to the field of traffic, anomalous trajectories generally include 
drastic vehicle speed changes caused by complex and changeable traffic conditions; the vehicle 
trajectory deviates from the road line for a long time, or the vehicle position drifts caused by the 
driver’s improper operation; the vehicle violates the traffic rules and drives in the opposite direction.

BACKGROUND AND RELATED WORK

In general, trajectory anomaly detection studies mainly include detection methods based on 
classification and clustering (Piciarelli et al. 2008, Yang et al. 2013, Li et al. 2007, Zhu et al. 2017, 
Kumar et al. 2017, Lv et al. 2017), methods based on distance and density (Lee et al. 2008, Liu et 
al. 2012b, 2013, San Román et al. 2019, Luan et al. 2017, Huang and Zhang 2019, Tang and Ngan 
2016), and methods based on machine learning and pattern learning (Song et al. 2018, Ma et al. 2018, 
Bouritsas et al. 2019, Liu et al. 2020, Fu et al. 2020, Liatsikou et al. 2021).

The classification-based anomaly detection method first trains the classification model and then 
uses the pretrained model to judge whether the trajectory to be evaluated is anomalous. Piciarelli et al. 
(2008) suggested an anomalous trajectory detection method based on a support vector machine (SVM). 
In this method, every trajectory was described by a defined dimensional characteristic vector of the 
consistent samples of the original trajectory, and the trajectory classification was completed without 
prior information on the distribution of trajectory anomalies. However, classification-based methods 
need to annotate data for model training, which leads to a large amount of labor and time expenditure and 
reduces the usability of such methods to some extent. The clustering-based anomaly detection method 
clusters all trajectories into multiple groups. Dense classes are regarded as normal trajectories, and sparse 
classes are regarded as anomalous trajectories. Kumar et al. (2017) presented a two-phase clustering 
algorithm, in which trajectories were grouped by similarity measure while considering the trajectory 
direction information, and then the clustering results with fewer trajectories were judged as anomalous.

The primary premise of distance-based trajectory anomaly detection approaches is that if a 
trajectory is far away from most other trajectories, it may be an anomalous trajectory. San Román et 
al. (2019) proposed a novel context-aware distance (CaD), which was constructed from the weighted 
average of trajectory angle differences, the Euclidean distance, and the number of points on trajectories. 
Based on the CaD distance, an unsupervised technique was proposed to identify anomalous pedestrian 
trajectories extracted from a video surveillance system. Density-based approaches are tightly linked 
to distance-based trajectory anomaly detection methods because density is frequently described by 
various distances. The key concept behind density-based methods is that trajectories in low-density 
regions are judged as anomalies, while normal trajectories appear in relatively dense regions. Luan 
et al. (2017) presented a local density-based trajectory anomaly detection method called LDTRAOD. 
The algorithm used a segmentation and detection framework to calculate the local density of each 
divided trajectory and then calculated its local anomaly factor according to the local density. If the 
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local anomaly factor was greater than the detection threshold, the divided trajectory was marked as 
abnormal. However, distance- and density-based methods must continuously query the entire historical 
trajectory database to compare metrics, and the computational cost is relatively high.

With the advancement of deep learning technology, neural networks have been proven to be 
able to automatically learn temporal and spatial features from massive time sequence data; therefore, 
they are also commonly utilized in trajectory anomaly detection. Methods based on trajectory pattern 
learning usually rely on recurrent neural networks (RNNs), such as long short-term memory (LSTM) 
(Hochreiter and Schmidhuber 1997) or gated recurrent unit (GRU) (Cho et al. 2014), to complete 
trajectory temporal modeling and feature learning. By training a reconstruction model, such as an 
autoencoder (AE) (Hinton and Zemel 1993) or generative adversarial network (GAN) (Goodfellow 
et al. 2014), the reconstructed trajectory is compared with the original input trajectory to detect 
anomalous segments. Song et al. (2018) suggested an RNN-based anomaly detection method, ATD-
RNN. ATD-RNN used RNN to obtain the sequence information and describe the intrinsic features 
between anomalous and normal trajectories and alleviated the potential data sparsity problem by 
expanding many historical trajectories.

As shown in previous work, an increasing number of anomaly detection algorithms have been 
presented in trajectory mining, but the detection effect of these methods largely depends on data sets 
and parameter settings. In connection with the real world, it can be found that the significant barrier of 
anomaly detection mainly occurs in data collection. Due to the low frequency of anomalous events, the 
proportion of positive samples and negative samples in the training data is highly uneven. Currently, 
the available open source data sets for trajectory anomaly detection are limited. Accessible data sets, 
such as TRAFFIC (Lin et al. 2016) and CROSS (Morris and Trivedi 2011) are only collected and 
annotated in specific traffic environments. In addition, the trajectory anomaly detection algorithm 
needs to set a reasonable anomaly threshold and detection subsequence length to achieve optimal 
performance. Based on the above analysis, researchers prefer to adopt unsupervised algorithms for 
modeling anomaly detection problems. First, the model is learned from the normal trajectories. Then, 
the labeled validation set is employed to determine the anomaly threshold and other hyperparameters. 
Finally, the trained model is evaluated on the independent testing set.

Inspired by the application of deep neural networks, we provide a reconstruction error-based 
trajectory anomaly detection (RETAD) method for vehicles. RETAD takes the RNN-based autoencoder 
as the main architecture. Specifically, the GRU is used as the fundamental unit of the encoder and 
decoder of the autoencoder. The model is trained unsupervised, the output of the model is the 
reconstruction result of the input trajectory data, and trajectories with reconstruction errors larger than 
the anomaly threshold are judged to be anomalous. At the same time, a global pooling mechanism 
is added in the encoding and decoding process to model the interaction between vehicle trajectories 
to improve the effect of trajectory reconstruction. In addition, for the trajectory data in the algorithm 
validation and testing stages, compared with manually labeling anomalous trajectories, we employ the 
data-driven simulation algorithm proposed in Chao et al. (2017) to generate trajectories with various 
kinds of anomalies by controlling the parameter configuration of the algorithm.

We summarize our main contributions as follows:

•	 An unsupervised learning method is introduced in vehicle trajectory anomaly detection, and the 
model training is completed under real-world traffic trajectory data, which avoids the overfitting 
problem caused by unbalanced training trajectories.

•	 Combining the restoration ability of the autoencoder and the time series modeling advantage of the 
RNN, through the global pooling mechanism, the interaction between trajectories is fully considered, 
and an anomaly detection model RETAD based on trajectory reconstruction errors is provided.

•	 The test results on various vehicle trajectory data containing different types of anomalies reveal 
that our proposed RETAD model outperforms both traditional distance- and density-based 
methods and machine learning methods in terms of anomaly detection evaluation metrics.
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Trajectory-Related Definitions
Traffic trajectory data record the spatial position information of vehicles at different times, there is a close 
context relationship between adjacent points, and the trajectory is a collection of these ordered points.

Definition 1 (Trajectory Point): Traffic trajectory points are GPS coordinates collected by navigation 
apps (e.g., Google Maps and Baidu Maps), ride-sharing platforms (e.g., Uber and Didi Chuxing), 
and GPS-equipped vehicles (e.g., Apollo and Waymo). A spatiotemporal trajectory point can be 
represented as p x y t= ( ), , , including the position information x y,( )  and the timestamp t .

Definition 2 (Trajectory): The trajectory is a sequence composed of spatiotemporal trajectory points 
and can be expressed as T p p p

k
= …�

1 2
, , , , where p i k

i
� ∈ …{ }( )1 2, , ,  represents a trajectory 

point and k  denotes the total number of trajectory points.
Definition 3 (Trajectory Data sets): The trajectory data set is a collection of trajectories, expressed 

as T T T T
n

= …{ }1 2
, , , , where n  is the number of trajectories.

Definition 4 (Anomalous Trajectory): According to the traffic rules, driving habits in the real 
world, and changes in the vehicle driving speed and direction, we define the anomalous vehicle 
trajectories into five categories: sudden acceleration, long-term stop, frequent shifting, side-to-
side swing, and reverse driving, as shown in Figure 1.

MATERIALS AND METHODS

Data Sets
In this paper, a training data set containing 5,512 vehicles and a total of approximately 22,000 
trajectories is constructed for training the anomaly detection model RETAD, which is extracted from 
the real-world traffic flow data set Next Generation Simulation (NGSIM) (Thompson 2016). NGSIM 
has been widely used in the field of traffic simulation. It consists of the vehicle dynamic information 
collected by cameras along the road in different periods, including vehicle speed, acceleration, 
position coordinates, etc. To validate the anomaly detection performance of RETAD, we employ 

Figure 1. Typical Categories of Anomalous Trajectories
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the data-driven texture synthesis method proposed in Chao et al. (2017) to synthesize six segment 
trajectories containing different types of anomalies (see Figure 1) as testing data sets, named Traj-1, 
Traj-2..., Traj-6. The virtual traffic simulation method proposed in Chao et al. (2017) can preserve 
the temporal and spatial characteristics of the input traffic flows. The interaction between vehicles 
in the scene strictly follows the traffic rules and can remain synchronized with the adjacent vehicles, 
which ensures the authenticity of the synthetic data. The number of trajectories in the synthesized 
testing data sets ranged from 1,000 to 2,500, in which the proportion of anomalous trajectories was 
approximately 5%, and the number of anomalous trajectories steadily increased from Traj-1 to Traj-
6. Furthermore, the trajectories involved in the experiments are all first-order differences of local 
coordinates, and the frequency of trajectory acquisition is unified to 10 frames per second (10 fps).

METHODOLOGY

In this paper, we design an unsupervised anomaly detection model RETAD based on trajectory 
reconstruction error with the help of an autoencoder and recurrent neural network, in which the 
encoder and decoder modules of the autoencoder are implemented by GRU. The structure of RETAD 
and anomaly detection pipeline are shown in Figure 2. Our anomaly detection process includes three 
steps. First, in the trajectory preprocessing stage, the trajectories to be measured in the database are 
divided into fixed-length subtrajectories, and the position information of trajectory points x y,( )  is 
used as the input of the next step. Then, the RETAD model is used to encode the input trajectories 
and extract features. Next, a global pooling module (GPM) is introduced to model the interaction of 
all vehicles in the current scene, and the hidden state and the output of the GPM (GP) are concatenated 
to obtain the final latent representation as the input of the decoder to complete the trajectory 
reconstruction. Finally, in the anomaly detection stage, the reconstruction error of the trajectory is 
taken as the basis for anomaly judgment, and the trajectories with reconstruction errors larger than 
the anomaly threshold are judged as anomalous. Otherwise, it is classified as a normal trajectory. 
The RNN-based encoder and decoder in the RETAD fully consider the motion characteristics of 
vehicle trajectories in the observed time period and can learn the morphological differences between 
normal and anomalous trajectories. The model adopts an unsupervised training manner, and the 
training set may also contain a small number of anomalous trajectories, which can avoid the overfitting 
problem caused by unbalanced training samples.

Figure 2. Pipeline of the RETAD Algorithm
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Autoencoder
The objective of the autoencoder is to learn the latent representation of trajectories in an unsupervised 
manner. The autoencoder consists of an encoder and a decoder network. The encoder receives the 
original trajectory input and extracts the fixed-size features as a latent representation, which is further 
used as the input of the decoder network. The decoder network reconstructs the original input trajectory 
through training. For convenience, let x x x x x xt N= … …{ }1 2 3, , , , , ,  denote the input trajectory and 

ˆ ˆ ˆ ˆ ˆ ˆ, , , , , ,x x x x x xt N= … …{ }1 2 3  denote the reconstructed trajectory. Here, xt Î 2  is the two-
dimensional (2D) position at the t -th timestamp, and N  denotes the length of the trajectory. The 
encoding phase is responsible for extracting features from the input trajectory, and a hidden state h

E
t  

at timestamp t  is dependent on the input position information xt  and the hidden state at the previous 
timestamp h

E
t-1 . The latent representation h

E
 of x  is fed into the decoder to complete reconstruction. 

In the decoding phase, each hidden state h
D
t  produces a reconstructed position x̂ t  depending on the 

previous decoder state h
D
t-1  as well as the previous reconstructed output x̂ t-1 . The encoding and 

decoding process of the AE can be expressed as:

h w x b

x w h b
E

T

T
E

= +( )
= +( )

s

s
1 1 1

2 2 2
ˆ

	

where h
E

 is the output of the encoder, s
1
 and s

2
 are the activation functions, wT

1
 and wT

2
 are the 

weights of the encoder and decoder, and b
1

 and b
2
 are bias vectors. The purpose of autoencoder 

training is to minimize the difference between x̂  and x .

GRU
RNN has become the most popular neural network architecture for handling sequence analysis. The 
typical recurrent neural network, on the other hand, has limits for long-term prediction due to faults 
such as gradient disappearance and explosion. The LSTM and GRU models are RNN variations that 
have been shown to overcome the concerns listed above. The LSTM and GRU share many of the 
same underlying ideas. To preserve as much long-term knowledge as feasible, they all employ gated 
techniques. The LSTM model, on the other hand, takes more time to train due to its complicated 
structure, whereas the GRU model has a simpler structure and fewer parameters and can be trained 
quickly. To derive temporal relationships from trajectories, we adopt the GRU model. The GRU 
network structure is illustrated in Figure 3.

Figure 3. The Architecture of the Gated Recurrent Unit
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The GRU model has two gates: a reset gate and an update gate. The reset gate r
t
 determines 

how the incoming data information is combined with the previous memory. The update gate z
t
 

controls the amount of information that the prior memory stores to the current time step. The update 
process of the GRU may be expressed as follows:

z w h x

r w h x

h w r

t z t t

t r t t

t h t

= ⋅ 

( )

= ⋅ 

( )

= ⋅

−

−

s

s
1

1

,

, ,

tanhˆ ** ,

* * ˆ
h x

h z h z h
t t

t t t t t

−

−





( )

= −( ) +
1

1
1

	

where x
t
 is the input vehicle position at the current timestep, h

t
 is the output of the GRU, s  is the 

activation function, w
z
, w

r
, and w

h
 are the related weights, and ĥ

t
 denotes the candidate hidden state.

Global Pooling Module
We introduce a global pooling module, as shown in Figure 4, between the encoder and the decoder 
(see Figure 2) to realize information sharing between the GRUs to model the vehicle interaction.

Taking vehicle a  in Figure 4 as an example, the trajectory reconstruction of the RETAD model 
can be described as follows:

h GRU h x w
Ea
t

Ea
t

a
t

encoder
= ( )−1, ; 	

where x
a
t  is the position of vehicle a  at timestamp t , which is processed by an embedding function. 

The GRU weights w
encoder

 of the encoder are shared between all vehicles. Similarly, the hidden states 
h
Eb
t  and h

Ec
t  of vehicles b  and c  can be obtained:

GP GPM h dis h dis h
a
t

Ea
t

ba
t

Eb
t

ca
t

Ec
t= 








( ), ; , ; 	

Figure 4. Global Pooling Module
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where the global pooling module is implemented by max pooling, dis
ba
t  and dis

ca
t  are the relative position 

information of vehicles b  and c  with respect to a , which are processed by MLP, and [;] denotes concatenation:

h GRU MLP GP h x w
Da
t

a
t

Da
t

a
t

decoder
= ( )( )−, , ;1 	

x̂ MLP h
a
t

Da
t= ( ) 	

where w
decoder

 are the GRU weights of the decoder and x̂
a
t  is the reconstructed trajectory.

Anomaly Detection
The goal of RETAD model training is to minimize the divergence between the reconstruction result 
and the initial input as much as possible. The optimization process may be described as follows:

w b x x
w b

* *
,

, argmin ˆ
* *

= −  	

To accomplish the minimization task above, we use Huber loss (Huber 1992) to calculate the 
reconstruction error between x̂  and x . Huber loss can enhance the robustness of the mean square 
error (MSE) loss to noise and reduce the degree of penalty for anomalous points. The loss function 
of the RETAD model is defined as:

Loss x x
x x x x

x x x x
d

d

d d d
,

( ) ,

,
ˆ

ˆ ˆ

ˆ ˆ
( ) =

− − ≤

⋅ − − − >











1

2
1

2

2

2



	

where d  is a hyperparameter, which is specified as 1.0 in our experiment. Since the trajectory needs 
to be divided by a fixed length before reconstruction, the average reconstruction error (ARE) of the 
entire traffic flow is calculated to comprehensively measure the reconstruction effect:

ARE
M

Loss x x
i

M
i= ( )

=
∑
1

1
d , ˆ 	

where Loss x xi
d , ˆ( )  is the Huber loss of the i -th subtrajectory and M  represents the total number 

of subtrajectories.

Evaluation Metrics
In essence, detecting trajectory anomalies is a binary classification task. Therefore, according to the 
ground truth and model prediction, there are four detection outcomes of the algorithm: true positive 
(TP), true negative (TN), false positive (FP), and false negative (FN). The specific classification 
results are shown in Table 1.

In this research, we assess the performance of multiple anomaly detection techniques using basic 
machine learning measurement methods, such as accuracy (ACC), precision (P), recall (R), and F1-
score (F1). The percentage of properly identified trajectories to all trajectories is expressed by ACC. R 
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is the ratio of accurately recognized anomalous trajectories to all actual anomalous trajectories, and P 
is the proportion of successfully classified anomalous trajectories to the overall forecasted anomalous 
trajectories. In the anomalous trajectory detection task, the proportion of normal trajectories to the 
total data is far greater than that of anomalous trajectories, and the goal of our method is to identify 
as many anomalous trajectories as possible. Consequently, our focus is on the metric R. In addition, 
F1 is a more appropriate measurement than ACC for unbalanced binary data sets since it considers 
both accuracy and recall. The calculations of the above metrics are as follows:

ACC
TP TN

TP TN FP FN
=

+
+ + +

	

P
TP

TP FP
=

+
	

R
TP

TP FN
=

+
	

F
P R

P R1

2
=
⋅ ⋅
+

	

RESULTS

Experiment Settings
We adopted PyTorch (Paszke et al. 2019) to build the RETAD model, and we trained the model on an 
NVIDIA GeForce RTX 3090. The following parameters are used to improve our model: the hidden state 
dimensions for the encoder and decoder are 32 and 64, the number of GRU layers is set to 2, the dropout 
ratio equals 0.5, and RMSProp (Ruder 2016) is employed to optimize RETAD with a learning rate of 
0.0001. Two other important parameters are anomaly threshold m = 0 4.  and subtrajectory length l = 20 .

Baselines
We select several traditional typical methods based on distance and density, machine learning, and 
recent pattern learning as baselines and compare them with the RETAD model:

1. 	 Longest Common Subsequence (LCSS) (Vlachos et al. 2002): LCSS detects anomalies based 
on the similarity measured by LCSS distances between testing trajectory and overall trajectories 
in the training data set. Therefore, this method needs to continuously query and compare the 
training set, resulting in high computational resource overhead.

2. 	 TOP-EYE (Ge et al. 2010): TOP-EYE considers anomalous trajectories in direction and 
density. The algorithm discretizes the successive region into a microscopic grid, and the count 
of trajectories passing through the grid is used to determine the density of trajectories inside 
every grid. As a result, the anomalous grade of an incoming trajectory may be calculated based 
on the density of the trajectory in the grid that it truly goes through.

Table 1. Confusion Matrix of Trajectory Anomaly Detection

Ground truth Prediction results

Anomalous trajectory Normal trajectory

Anomalous trajectory TP FN

Normal trajectory FP TN
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3. 	 Isolation Forest (iForest) (Liu et al. 2008, 2012a): iForest is a large number of binary tree-based 
unsupervised anomaly detection techniques. The methodology is founded on the principle of 
isolating trajectories, which means that abnormal trajectories are separated from the majority of other 
trajectories, whereas regular trajectories are endorsed by a substantial number of trajectory points.

4. 	 Extreme Gradient Boosting (XGBoost) (Chen and Guestrin 2016): XGBoost is an efficient and 
flexible ensemble model. Its basic idea is to build a strong classifier with high accuracy through 
multiple simple classifiers. The trajectory features employed in our experiment include the relative 
positions between adjacent points, the angles between trajectories, and the durations of trajectories.

5. 	 ATD-RNN (Song et al. 2018): ATD-RNN is an RNN-based anomaly detection model, including 
ATD-LSTM and ATD-GRU (the method for our experimental comparison), which captures 
trajectory temporal information and internal features between anomalous and normal trajectories 
through stacked RNN. To tackle the data sparsity issue, ATD-RNN considers a variety of starting 
points and end points, as well as structural properties from related trajectories.

Results and Analysis
We compared RETAD with the above baselines to verify its effectiveness and innovation. The test was 
completed on the synthetic anomalous trajectory data sets Traj-1, Traj-2..., Traj-6, and the evaluation 
metrics (i.e., ACC, P, R, F1) of different anomaly detection methods are depicted in Table 2.

As seen from Table 2, in the majority of cases, the evaluation metrics of our RETAD method 
are higher than the baselines, especially on the recall and F1 score. Compared with baselines, we 
make the following analysis:

Table 2. Comparison of Anomaly Detection Algorithms on Multiple Metrics

LCSS TOP-EYE iForest XGBoost ATD-RNN RETAD (ours)

Traj-1 ACC 
P 
R 
F1

0.8611 
0.8265 
0.7832 
0.8043

0.9356 
0.9211 
0.9078 
0.9144

0.8856 
0.9003 
0.7226 
0.8017

0.8978 
0.8547 
0.6821 
0.7587

0.9435 
0.9276 
0.9134 
0.9204

0.9661 
0.9418 
0.9572
0.9494

Traj-2 ACC 
P 
R 
F1

0.8446 
0.7812 
0.7735 
0.7773

0.9136 
0.8824 
0.8730 
0.8777

0.8611 
0.8523 
0.7217 
0.7816

0.8376 
0.8749 
0.6908 
0.7720

0.9388 
0.8993 
0.9025 
0.9009

0.9703 
0.9314 
0.9462
0.9387

Traj-3 ACC 
P 
R 
F1

0.8864 
0.8215 
0.7143 
0.7642

0.8947 
0.8553 
0.8652 
0.8602

0.8533 
0.8321 
0.7547 
0.7915

0.8473 
0.7762 
0.5433 
0.6392

0.9554 
0.8986 
0.9674
0.9317

0.9566 
0.9670 
0.9588 
0.9629

Traj-4 ACC 
P 
R 
F1

0.9014 
0.8617 
0.7533 
0.8039

0.9060 
0.8319 
0.8537 
0.8427

0.8607 
0.8282 
0.8055 
0.8167

0.8828 
0.9135 
0.7289 
0.8108

0.9227 
0.9732 
0.9367 
0.9546

0.9431 
0.9579 
0.9468
0.9523

Traj-5 ACC 
P 
R 
F1

0.8632 
0.8025 
0.8380 
0.8199

0.8928 
0.8139 
0.8605 
0.8366

0.8255 
0.7918 
0.6877 
0.7361

0.7928 
0.8694 
0.6012 
0.7108

0.9108 
0.8932 
0.8753 
0.8842

0.9336 
0.8817 
0.9279
0.9042

Traj-6 ACC 
P 
R 
F1

0.8722 
0.8137 
0.7725 
0.7926

0.8769 
0.8234 
0.8026 
0.8129

0.8489 
0.8104 
0.7413 
0.7743

0.8633 
0.8905 
0.5778 
0.7009

0.8859 
0.9147 
0.8633 
0.8883

0.9261 
0.9384 
0.8997
0.9186

Note: Accuracy (ACC), Precision (P), Recall (R), F1-score (F1). Longest Common Subsequence (LCSS), Isolation Forest (iForest), Extreme Gradient 
Boosting (XGBoost). The bolded values indicate the optimal results.
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1. 	 Compared with the traditional distance-based LCSS and machine learning methods, TOP-EYE, 
ATD-RNN, and our RETAD all make good use of historical trajectories, thus achieving relatively 
better detection results. In particular, the TOP-EYE method introduces decline functions to 
mitigate the effect of historical trajectories on evolutionary anomaly scores. Therefore, it is 
more competitive with LCSS and iForest as well as XGBoost. The dismal detection results of 
LCSS, iForest, and XGBoost may be because these approaches simply analyze the geometry and 
statistical features of trajectories, while disregarding the historical and sequential information.

2. 	 The deep learning models ATD-RNN and RETAD achieve excellent performance on various 
metrics. Especially in terms of recall, it shows that the ATD-RNN and RETAD models detect 
more true anomalous trajectories than other baselines, and this also indicates that the RNN model 
can capture the internal feature differences of anomalous and normal trajectories. Furthermore, 
the superior results of ATD-RNN and RETAD also illustrate the importance of trajectory 
spatiotemporal information for anomaly detection.

3. 	 Compared with the recent ATD-RNN model, our RETAD method has obvious advantages in 
terms of recall and F1, which indicates that the autoencoder-based reconstruction model can 
complete trajectory reconstruction and error comparison well. Meanwhile, the addition of 
vehicle information sharing and global interaction modeling in RETAD also leads to the superior 
performance of our method. It should be mentioned that the number of anomalous trajectories 
in the testing trajectory data gradually increases from Traj-1 to Traj-6, which verifies that the 
RETAD model can handle trajectory anomaly detection tasks in different complex scenarios.

CONCLUSION AND FUTURE WORK

In this paper, we propose an anomaly detection model RETAD based on trajectory reconstruction error. 
The model is based on the autoencoder, in which the encoder and decoder modules are implemented by 
GRU, and a module dealing with vehicle interactions is integrated into the autoencoder. The RETAD 
model is unsupervised learning, which can avoid the overfitting caused by unbalanced samples in 
trajectory anomaly detection, and the GRU-based autoencoder can effectively extract trajectory 
spatiotemporal features. Experimental results demonstrate that the effectiveness of our suggested RETAD 
in detecting anomalies is superior to traditional distance-based, density-based, and machine learning 
classification algorithms on multiple metrics, and it is also competitive with deep learning-based methods.

In future studies, we will further improve the anomalous trajectory data set and try to employ 
an attention mechanism, graph neural network, and other methods to expand the RETAD model to 
enhance the effectiveness of detecting trajectory anomalies. Simultaneously, applying the RETAD 
model to the trajectory data of other mobile agents (such as pedestrians, nonmotor vehicles, and 
animals) for anomaly detection is also a future research direction.
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