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ABSTRACT

There was a substantial medicine shortage and an increase in morbidity due to the second wave 
of the COVID-19 pandemic in India. This pandemic has also had a drastic impact on healthcare 
professionals’ psychological health as they were surrounded by suffering, death, and isolation. 
Healthcare practitioners in North India were sent a self-administered questionnaire based on the 
COVID-19 Stress Scale (N = 436) from March to May 2021. With 10-fold cross-validation, extreme 
gradient boosting (XGBoost) was used to predict the individual stress levels. XGBoost classifier was 
applied, and classification accuracy was 88%. The results of this research show that approximately 
52.6% of healthcare specialists in the dataset exceed the severe psychiatric morbidity standards. Further, 
to determine which attribute had a significant impact on stress prediction, advanced techniques (SHAP 
values), and tree explainer were applied. The two most significant stress predictors were found to be 
medicine shortage and trouble in concentrating.
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INTRODUCTION

The COVID-19 epidemic is a one-of-a-kind hazard in terms of psychological distress. The 
psychological stress of healthcare experts was assessed at the time of COVID-19’s second wave 
(March–May 2021). According to research on previous pandemics, stress is a primary driver of 
behavior (Taylor S, 2019). To date, there has been very less empirical research available on this topic. 
Fear or anxiety-related signs can be noticed among the general population through a pandemic (Salari 
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et al., 2021; Rodriguez-Hidalog et al., 20220; Roy et al., 2020). The available literature on other 
transmissible diseases, for example, severe acute respiratory syndrome, the Ebola viral disease, and 
the Middle East Respiratory Syndrome imply that many healthcare workers felt worried, stressed, 
and despair amidst and after the outbreak, which influenced their ability and psychological health, 
negatively (Chong et al., 2004; Sim et al., 2004; Tam et al., 2004; Khalid et al., 2016; Lee et al., 2018). 
COVID-19 has engulfed India’s entire healthcare structure. India noted a daily figure topping 0.35 
million new cases, with the second wave’s peak happening in mid-May 2021 (Ranjan et al., 2020). 
Throughout the crisis, healthcare workers on the front lines met threats to their bodily and mental 
health (Lai et al., 2020). Health care practitioners and the general public were facing unprecedented 
challenges as an outcome of the COVID-19 pandemic. The procurement of appropriate personal 
protective equipment to protect doctors’ and staff’s physical health receives a lot of attention, 
but resources to preserve their mental health are just as vital. Since the well-being of healthcare 
professionals is of utmost importance and very few studies have been conducted to understand their 
stress levels as this phenomenon is new (Rajkumar, 2020; Pfefferbaum & North, 2020; Cullen et al., 
2020; Usher et al., 2020), therefore, the current study has been planned to measure the damage that 
the COVID-19 has done to the mental health of healthcare practitioners during the second wave, in 
India, and therefore what factors play a role in stress. Individual stress levels have been predicted 
using Extreme Gradient Boosting (XGBoost). SHAP values, provided by (Lundberg and Lee, 2017), 
were used to give a better understanding of the model’s interpretability as this method is an excellent 
way to reverse-engineer the prediction made by any machine learning algorithm. This paper provides 
the global interpretability of the model by showing how much each feature has contributed, either 
positively or negatively, to the prediction of stress. Further local interpretability was calculated by 
explaining each observation’s prediction and contribution of features. The study’s findings will have 
ramifications for healthcare policymakers and practitioners, as they will help in crafting policies to 
increase well-being, minimize burnout, and unhappiness among healthcare professionals, and therefore 
improve their ability to properly serve patients.

RELATED WORK

In recent times, some researchers have worked on the detection of stress during COVID-19. Numerous 
machine learning methods have been used to predict stress. (Eder et al, 2021) collected data from 
533 participants over seven weeks using the Perceived Vulnerability to Disease Scale. They applied 
two machine learning models: LASSO for the linear model and ERT for the non-linear model. The 
most important factors that contributed to fear were identified as worrying about food shortage and 
concerning the outbreak and its ramifications The focus of this study was primarily on fear and 
perceived health. Another study proposed by (Praveen S.V. et al, 2021) analyzed the feelings of Indian 
citizens who had worry, stress, and trauma as a result of COVID-19. For this research, they gathered 
840000 tweets. COVID-19 lockdown and Death were determined as the most critical variables that 
induce stress using natural language processing.

(Nooripour, Roghieh, et al, 2021) conducted an online survey during the COVID-19 outbreak 
to measure the psychological states of the Iranian population and collected the data from 755 people 
using different scales like The Adult Hope Scale, The Resilience Scale, and Paloutzian & Ellison’s 
Spiritual Well-being Scale. Their findings showed that there is no relation between high spiritual 
well-being and the amount of stress. A person with high spiritual well-being can have severe stress. 
Spiritual well-being, hope, and resiliency could be significant stress contributors. In another study 
(Jha et al., 2021), data from 17764 individuals were collected in the United States. Authors used 
Bayesian network inference to identify the vital predictor of stress at the time of the pandemic, it 
was found that work from home, chronic mental illness, and, lack of communication induce mental 
stress. (Delgado-Gallegos et al., 2020) measured the stress levels of healthcare professionals in 
Mexico, they collected the data using Covid Stress Scale for 6 weeks, and information from 112 
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individuals was obtained. Results showed high levels of Xenophobia and Compulsive stress are the 
most important factors. In (Flesia et al., 2020), data from 2053 Italian individuals was collected 
using the 10-item Perceived Stress Scale. The authors used a diversity of classic machine learning 
approaches to predict stress, with Support Vector Machine, Random Forest, and Naïve Bayes, and 
found that women, those with less income, and persons living in a communal setting had increased 
levels of anxiety. A comparison of available literature on stress prediction using machine learning is 
offered in Table 1. This comparison is performed according to the scale used for Data collection, the 
number of participants, the main features of stress, and the methods used. But no work has used the 
SHAP explanation for highlighting the individual feature contribution to the prediction made by the 
machine learning model. This motivated the authors of the current study to dig deep into the machine 
learning model and find out the degree of each predictor’s contribution to the target variable, either 
positively or negatively.

MATERIALS AND METHODS

Task Definition
Long-term stress is known to cause issues with both physical and mental health. According to a 
significant amount of pertinent research, “Stress level prediction” is a classification problem that 
calls for the extraction of potential features from “labeled data” as an input and the construction of 
a prediction model for “unlabeled data” in conjunction with a classification algorithm. In order to 
determine what factors, contribute to stress, the current study was designed to assess the harm that 
COVID-19 has caused to the mental health of healthcare professionals in India during the second 
wave. The prediction of a person’s felt stress can be described as a classification problem, The major 
goal of this work is to use XGBoost to model individual COVID-19 stress levels into five classes 
(normal, mild, moderate, severe, and, extremely severe) of stress based on the Covid-19 Stress 
Scale. The SHAP (Shapley) values technique is added to measure feature contribution because the 
process by which the input values affect the output is unknown, which is a restriction of machine 
learning algorithms. By demonstrating how much each attribute has contributed, either favorably or 

Table 1. Summarized Related Work

Authors The scale used for Data 
Collection

Number of 
Participants

Main Features of Stress Identified Method Used

Eder et al, (2021). Perceived Vulnerability 
to Disease Scale

533 Worrying about shortage of food supplies LASSO & ERT 
(Extremely Randomized 

Trees)

Praveen S. V. et 
al, (2021)

NA 840,000 
Tweets

Death And Lockdown caused by the 
COVID-19

Natural Language 
Processing

Nooripour et al 
(2021)

The Resilience Scale, 
The Adult Hope Scale, 
Paloutzian & Ellison’s 

Spiritual Wellbeing Scale

755 High spiritual well-being does not always 
have low stress, and this factor can Be a 

good stress predictor along with hope and 
resilience.

Adaptive Neuro-Fuzzy 
Inference System

Jha et al, (2021) NA 17,764 Working and studying from home, digital 
communication, and social isolation were 
identified as contributing factors to mental 

illness during the COVID-19 pandemic.

Bayesian Network 
Inference, Inference, 

Random Forest, SVM: 
Support Vector Machine

Delgado-Gallegos 
et al (2020).

COVID-19 Stress Scale 112 High levels of Xenophobia and 
Compulsive stress

C5.0 Decision Tree 
Algorithm

Flesia et al (2020) Perceived Stress Scale 
(PSS-10)

2053 Women participants with lower incomes, 
and people living with others all displayed 

higher levels of discomfort.

SVM, Naïve Bayes, RF
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adversely, to the stress prediction, this research gives the model’s overall interpretability and feature 
contribution of each observation.

COVID-19 Stress Scale (CSS)
To measure stress in medical personnel, CSS was used. CSS was designed in May 2020 to identify the 
stress and to better comprehend and evaluate COVID-19-related mental suffering (Taylor et al., 2020). 
CSS measures stress by employing 36 elements with a valid 5-factor solution. This instrument may 
be applied to evaluate stress and anxiety symptoms associated with COVID-19. These symptoms are 
related to (1) danger and contamination fears, (2) fears about economic consequences, (3) xenophobia 
(4) compulsive checking and reassurance-seeking, and (5) traumatic stress symptoms. On a scale 
of 5-point, items were rated from 0 (not at all) to 4 (extremely). Scores will range from 0 to 144. 
Normal is indicated by a zero (0), mild by a one (1), moderated by a two (2), severe by a three (3), 
and extremely severe by a four (4). Overall score of less than 50 indicates normal, 50-66 indicates 
mild, 66-82 indicates moderate, 82-90 indicates severe, and more than 90 indicates extremely severe 
stress. The scoring system was followed by (Maunder et al., 2006; Almutairi, et al., 2018).

Participants
The proposed study used information from 436 healthcare professionals (250 doctors and 186 nurses). 
These medical professionals were working for various public and private institutions in north India at 
the time of the study. (Delhi, Uttar Pradesh, and Uttarakhand). 262 (60.09%) men and 174 (39.90%) 
women made up the total number of health personnel.

Data Collection
There are many datasets available in the literature, Eder et al, (2021) used the Perceived Vulnerability to 
Disease Scale and collected data from the 533 participants, Nooripour et al (2021) used The Resilience 
Scale, The Adult Hope Scale, Paloutzian & Ellison’s Spiritual Wellbeing Scale and collected data 
from 755 participants. Delgado-Gallegos et al (2020) used COVID-19 Stress Scale and collected 
data 112. But all these datasets were prepared using different scales and at different times and since 
the objective of the proposed study is to measure the stress of healthcare professionals during the 
second wave of COVID-the 19, the authors decided to collect their data using Covid Stress Scale 
(CSS). CSS was specially designed in May 2020 to identify the stress during COVID19 and to better 
comprehend and evaluate COVID-19-related mental suffering.

From March to May 2021, data was gathered via a questionnaire that was distributed as a 
Google Form among health professionals via different online channels such as Linked In, E-mail, 
and WhatsApp groups. There were two sections to the questionnaire. The first section contains 
demographic information, while the second section contains CSS items for stress measurement. A 
total of 450 responses were collected when the questionnaire was delivered to 1000 medical personnel 
in north India (Delhi, Uttar Pradesh, and, Uttarakhand). Received responses were double-checked for 
data correctness. Due to irregularities or incompleteness, a few of the questionnaires were eliminated. 
Finally, 436 replies were found suitable for data analysis. Participants were requested to give their 
consent before the study, and they were given the option to leave the survey at any point on the form.

Dataset Description
There are 39 features in the dataset including demographic information and CSS’s 36 items. A detailed 
dataset description is given in table 2.

Extreme Gradient Boost
Algorithm XGBoost is a machine learning method that is both innovative and scalable (Chen and 
Guestrin, 2016). XGBoost method is applied to measure stress because the sequential addition of new 
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base-learners to the ensemble, is the fundamental principle of gradient boosting, in contrast to popular 
ensemble techniques like the random forest, which rely on an averaging of models in the ensemble. 
By focusing on the training data that are challenging to estimate, the XGBoost approach improves 
the ensemble model’s prediction performance using additive base-learners. XGBoost provides two 
crucial methods: column subsampling and shrinkage. The shrinkage technique scales the newly added 
weights, which helps to decrease the impact of each tree and over-fitting. Column subsampling only 
selects a random subset of input features for a specific tree, as a result, the XGBoost was chosen to 
accomplish the modeling task.

XGBoost may be used as a solution to classification and regression difficulties (Friedman, 2001). 
This algorithm’s goal is to keep growing a tree by adding new trees and segregating features. XGBoost 
combines numerous weak classifiers for producing a powerful classifier (Wang, L. et al., 2020).

Shapley Additive Explanations (SHAP)
Machine learning techniques involve training a model on a dataset, after which the model generates 
predictions. But it is impossible to foresee the importance of traits in producing predictions. Although 
some attributes look possibly the most significant, the model’s perspective may have been influenced 
by other factors. It’s difficult to describe what happened within a model only based on predicted results. 
IG method can be used with logistic regression, support vector machines, and neural networks. On 
the other hand, Tree-based algorithms like boosted trees and random forests—make up the majority 
of non-differentiable model classes. At the leaves, they encode discrete values. These call for the use 
of a Tree SHAP-style Shapley-value-based technique. A Shapley-value-based approach necessitates 
computing the model’s output on a sizable number of inputs drawn from the enormous subspace of 
all conceivable feature value combinations. Most machine learning frameworks provide efficient 
and robust support for computing gradients of differentiable models. But for IG, a differentiable 
model is necessary. A Shapley-value-based technique, however, does not assume these presumptions. 
SHAP is an open-source package that verifies whether a machine learning model is dependable. The 
Shapley values of Lloyd Shapley, which they developed in 1951 as a cooperative game theory solution 
paradigm, serve as the foundation of SHAP (Roth, A.E., 1988). With SHAP, one can display the 
worth of features and can also understand how these features affected any machine learning model’s 
ability to predict using a range of visualizations (Lundberg and Lee, 2017). XGBoost, lightgbm, and 
decision trees all use the Tree Explainer algorithm, which is fast and accurate. Though some tree-
based models ascribe results to feature status automatically. This is vital to understand that “feature 
importance” and “feature contribution” are not the same, the former emphasizes which elements 
influence model performance, whereas the latter not only emphasizes but also straightly quantifies each 
feature’s role in the prediction outcome. Retrieving the valuable features through the trained model 
is quite simple because each node in a DT, for example, is a constraint on a single feature that splits 
the dataset. For classification, either Gini impurity or information gain/entropy is used to determine 
the locally optimal condition. As a result, the averaged impurity decline from every feature over all 
the trees in the ensemble may be used to rank feature relevance (Meng et al., 2021). However, the 
model’s ranking of feature relevance is insufficient to explain an individual prediction. It’s crucial to 
understand how each component contributes to the ultimate result, for example. A feature attribution 
method is used to obtain insight into how individuals measure stress:

g z z
i

M

i i
′ ′( ) = +

=
∑j j

0
1
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Table 2. Dataset Description

# Feature Scope Scale Abbreviation

1 Gender M(male), F(female) NA NA

2 Age Age of participant NA NA

3 I am worried about catching the virus 0 (not at all) to 4 
(extremely)

Danger worried_catching_virus

4 I am worried that I can’t keep my family safe from the virus family_not_safe

5 I am worried that our healthcare system won’t be able to protect my 
loved ones

healthcare_not _able_to_protect_
loved_ones

6 I am worried that our healthcare system is unable to keep me safe 
from the virus

healthcare_unable to_keep_safe

7 I am worried that basic hygiene is not enough to keep me safe from 
the virus

basic_hygiene

8 I am worried that social distancing is not enough socialdist_not_enough

9 I am worried about grocery stores running out of food Socio-economic 
consequences

food_shortage

10 I am worried that grocery stores will close down grocery_stores_ closedown

11 I am worried about a shortage of disinfectant supplies disinfectant_supplies_shortage

12 I am worried about grocery stores running out of cold/flu remedies cold_flu_remedies_shortage

13 I am worried about grocery stores running out of water water_shortage

14 I am worried about pharmacies running out of prescription medicines medicines_shortage

15 I am worried that foreigners are spreading the virus in my country Xenophobia foreigners_spreading_virus_in_country

16 If I went to a restaurant that specialized in foreign foods, I’d be 
worried about catching the virus

If_went_to_restaurant__worried_
about_catching_virus

17 I am worried about coming into contact with foreigners contact_with_foreigners_because_they_
might_virus

18 If I met a person from a foreign country, I’d be worried that they 
might have the virus

meeting_person_from _foreign_country

19 If I was in an elevator with a group of foreigners, I’d be worried they 
were infected with virus

foreigner_infect_with_virus_in_
elevator

20 I am worried that foreigners are spreading the virus because they’re 
not as clean as we are

foreigners_spreading_virus_because_
they_not_clean

21 I am worried that if I touched something in a public space, I would 
catch the virus

Contamination touching_something_publicspace

22 I am worried that if someone coughed or sneezed near me, I would 
catch the virus

coughed_sneezed_ near_me

23 I am worried that people around me will infect me with the virus people_around_infect

24 I am worried about taking change in cash transactions cash_transactions

25 I am worried that I might catch the virus from handling money or 
using a debit machine

using_debit_machine

26 I am worried that my mail has been contaminated by mail handlers mail_handlers

27 I had trouble concentrating because I kept thinking about the virus Traumatic stress, trouble_concentrating

28 Disturbing mental images about the virus popped into my mind 
against my will

disturbing_mental_images

29 I had trouble sleeping because I worried about the virus trouble_sleeping

30 I thought about the virus when I didn’t mean to thinking_too_much

31 Reminders of the virus caused me to have physical reactions, sweating 
or a pounding heart

sweating_pounding_heart

32 I had bad dreams about the virus bad_dreams

33 Searched the Internet for treatments for COVID-19 Compulsive 
checking

searching_Internet_ for_treatments

34 Asking health professional asking_health_professionals

35 YouTube videos about COVID-19 youTube_videos_about_COVID-19

36 Checking your own body for signs of infection checking_body_for_infection

37 Seeking reassurance from friends or family about COVID-19 reassurance_from_friends

38 Social media posts concerning COVID-19 social_media post_concerning_
COVID-19

39 Stress normal, mild, 
moderate, severe, 
extremely severe

Dataset is available at: https://drive.google.com/file/d/1sblYL5jKPLBYk6jTIiKJuH2twxbDaivn/view?usp=sharing



International Journal of Decision Support System Technology
Volume 15 • Issue 1

7

feature value is “present,” whereas a 0 indicates that it is “missing”. Further, the calculation of the 
Shapley values includes only some feature values. The modeling of coalitions as a linear model is a 
method for computing the F ’s The coalition vector x’ for x, the instance of interest, is a vector of 
all 1s, indicating that all feature values are “present”. Equation (2) shows the formula:

g x
j

M

j
′( ) = +

=
∑j j

0
1

�
	 (2)

The term “feature contribution” was used to describe the value of feature attribution. According 
to the average feature attribution covering all observations, both a single prediction and the complete 
model can be interpreted using model. The Shapley value j

i
 for a certain feature i (out of total N 

features) can be expressed as shown in equation (3), p is the prediction given by the model, and a set 
S containing non-zero indexes for certain feature i (out of total N features):
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SHAP has been extended to support tree-based machine learning models, tree SHAP value 
estimate algorithm was proposed to overcome the difficulty of predicting j

i
 in equation (3) with 

traditional Shapley values. TreeSHAP was designed to be a model-specific replacement for 
KernelSHAP, but it has since been discovered that it might result in illogical feature attributions. 
Instead of utilizing the marginal expectation, TreeSHAP uses the conditional expectation to define 
the value function. There is an issue with the restricted expectation that features that do not impose 
any impact on the prediction function p may receive a TreeSHAP estimate other than zero (Sundararajan 
et al., 2019; Janzing et al., 2019). When a feature is linked with another feature that has an impact 
on the prediction, a non-zero estimate can occur.

SHAP Interaction Values
Because certain features become more predictive when combined with others, evaluating the 
interactions between them is an issue that cannot be overlooked. The contribution of feature interactions 
is referred to as combined feature contributions, as opposed to the contribution of an individual 
feature. According to the Shapley interaction index, SHAP interaction values are an extension of 
SHAP values built from the Shapley interaction index from game theory. The joint feature contribution 
value j

i j,
 between features i and j, which follows similar axioms as SHAP values, may be calculated 

as follows: 
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Although the pairwise relationship between joint features is very easy to capture in GBT models, 
still the feature interactions were further quantified using equations (4) and (5), and this allowed us 
to estimate the joint contribution of interactive features to the stress prediction model. The SHAP 
interaction rate between two features i and j are divided, evenly so j j

i j j i, ,
= , as shown in equation 

(4). Further the total interaction effect is j j
i j j i, ,

+ . The difference between a feature’s SHAP value 
and the SHAP interaction value as shown in equation (6) can be defined as a major effect of a 
prediction. 

j j j
i j i j i i j, ,
= − ≠∑ 	 (6)

SHAP interaction values are derived from the same axioms as SHAP values, and they allow for 
the assessment of main and interaction effects separately for individual model predictions.

EXPERIMENTAL SETUP

The experiment was performed using Python 3. The model was trained on Windows 10 with a 2.30 
GHz Intel Core I3-8145U processor and 8 GB RAM.

The scikit-learn machine learning component and Python 3 were used to implement XGBoost. 
The variables X and y were given the roles of predictors and goals at the first step of the analysis. 
Figure 1 represents the workflow of the proposed model. The dataset was parted into standard 75/5/20 
train/validation/test ratio.

RESULTS AND FINDINGS

Model Comparison Results
K-fold cross-validation is performed to avoid any over-fitting problems. Due to the limited size of 
the dataset, there is not much difference in the test accuracies using 5 cross-validation and 10 cross-
validation. Authors have also tested different values of k but there was not any significant variation 
as shown in table 3. Overall, 10-fold cross-validation is giving the best accuracy.

Figure 1. Workflow of the Proposed Model
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The XGBoost model was implemented with 10-fold cross-validation with a training accuracy 
of 88.89. The specificity was 1.0, and the sensitivity was 0.8127. Figure 2 depicts the ROC curve. 
The rate of severe stress in male doctors is 52%, compared to female doctors, who have a higher rate 
of moderate stress (65%).

The performance of logistic regression, random forest, and XGB models was compared. Logistic 
regression was performed with 64.34% accuracy, second, the RF model worked superbly, and its 
findings were superior to those of logistic regression. With ACC and F1 increasing by 3.79, and 2.78, 
XGBoost outperformed RF. The performance comparison findings in table 4, show that the XGBoost 
model outperformed Logistic Regression and Random Forest in terms of stress problem prediction.

Feature Ablation Study
The dataset contains 39 attributes; thus, a feature selection method (correlation coefficient) was 
applied to select the most significant features. Finally, the customized dataset contained 6 features and 

Table 3. K-Fold Cross Validation

# K-fold CV Test accuracy

1 K=3 86.28

2 K=5 88.11

3 K=7 88.67

4 K=10 88.89

Table 4. Model Comparison Results

Model ACC (%) F1(%) AUC

LR 64.34 64.41 0.6731

RF 85.10 85.52 0.8444

XGB 88.89 88.30 0.8714

Figure 2. ROC Curves for XGB Classifier
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one label. The ablation study was performed using a customized dataset. Seven trials were scheduled 
(providing a base trial with all the features). After running the experiment five times, features can be 
ranked based on their average influence on test accuracy, as shown in Table 5. Initially, every input 
data was included as a reference then each feature was dropped from the dataset one by one, and model 
accuracy was recorded. The model performs best when the thinking_too_much feature is removed 
from the training dataset, while the model’s test accuracy is lowest in the base trial.

EXPLAINABILITY OF THE MODEL WITH SHAP VALUES

SHAP Force Plot (Local interpretability)
Figure 3 illustrates a sample’s SHAP Force graphs from a row-wise SHAP examination. Force plot 
considers a single observation and displays in rank order the contribution of each feature to the 
prediction; this greatly increases its transparency (Nemesure et al., 2021). SHAP values get assigned 
to each observation individually. Features that raise the forecast (to the right) are emphasized in red, 
and those that reduce it are painted in blue (to the left). Conventional variable significance algorithms 
display results for the entire population rather than for each individual. The local interpretability 
pinpoints and contrasts the impacts of the features. “Trouble_concentrating,” is the feature that 
contributes the maximum to the stress prediction. This implies that trouble concentrating at the 
workplace along with the shortage of medicines grows the stress levels higher due to COVID-19. 
This prediction has an output score of 2.20 and a base score of 1.56. The score for feature “trouble 
concentrating” is 3, which is lower than the average score of 3.48, hence the prediction is pushed 
towards the left side. The anticipated stress value is less than usual; additionally, the key contributing 
element is the individual’s “reassurance from friends,” as well as “socialdist_not enough.” If these 
factors are eliminated, the outcome result would be higher than 2.20, indicating that they are more 
intensely stressed than the normal individual. Every observation has its exclusive SHAP force plot. 
Further, a collective force plot can be generated after integrating every individual force plot, as 
illustrated in Figure 4.

Feature Importance SHAP Plot (Global interpretability)
The SHAP value method can demonstrate the degree of each predictor’s contribution to the target 
variable, either positively or negatively. This plot is similar to the feature importance plot, but 
it can display if each variable has association with the target. Figure 5 depicts the plot, which 
shows the top twenty most important features for stress prediction. With a higher SHAP value, a 
more important feature was in informing the model’s prediction. Thus, “medicines_shortage” and 
“trouble_concentrating” were the top two CSS elements in stress prediction. It’s worth noting that 
these two characteristics also seemed the most important in a single SHAP force map. The X-axis 

Table 5. Ablation study using XGBoost

# Dropped Feature Test accuracy

1 All Features (base trial) 0.888

2 trouble_concentrating 0.892

3 medicines_shortage 0.897

4 Age 0.912

3 touching_something_publicspace 0.906

5 family_not_safe 0.918

6 thinking_too_much 0.946
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in figure 5 represents the average magnitude change in the model’s performance when a feature is 
removed from the model. It was originally deduced that feature contributions differed amongst stress 
classes, with some specific characteristics contributing significantly more than others. The results 
reflect that “medicines shortage” and trouble_concentrating” were more prominent on the whole, 
it is consistent with the observation that there was an unexpected lack of medications and medical 
supplies in India during COVID-19’s second wave. Figure 6 shows similar important features 
evaluated using XGBoost. Figure 7 shows the most important features in the prediction of class 
1 (severe). Here predictors’ positive and negative associations with the target variable are shown. 
This summary plot, unlike a standard bar chart, displays the SHAP values for each feature. This is 
a collection of scatter plots, one for each feature, arranged by importance. The feature names are 
shown on the y-axis in decreasing order of relevance, while the SHAP values for each characteristic 
are listed on the x-axis from lowest to highest. Each dot represents one of the data set’s samples. 
Like the feature importance summary plot, as shown in Figure 5, it can be deduced that “medicines 
shortage” was the most significant feature trailed by the “touching_something_pubicspace”, and 
“trouble_concentrating” for class 1. Similarly, it can be observed from the feature importance plot 
for class 2 (extremely severe) as shown in figure 8 that “trouble_concentrating” and “medicines 
shortage” are the two most important features in predicting stress. In another finding, it was noticed 
that contributions of individual features varied across stress levels, and a broad range of impacts 
on the model output had been seen even with the same feature value as shown in figure 7, such as 

Figure 3. SHAP Individual Force Plot

Figure 4. SHAP Collective Force Plot
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some high-contribution features like “medicines shortage”, “touching_something_pubicspace”, 
“trouble_concentrating”, “asking_health_professionals” and “meeting_person_from_foreign_country” 
or “trouble_concentrating, “medicines shortage”, “social_media_post_concerning_covid-19”, 
“disinfectant_supplies_shortage” and “touching_something_pubicspace” in figure 8. This suggests 
that other variables may have an impact on the effects of these high-contribution features; as a result, 
the model must capture the combined contributions of these elements

Dependence Plot
It is an interaction plot displaying the effect of two features collaborating to appraise the model. Figure 9 
shows dependence plots of the top four features and two lower features. Features “medicines_shortage”, 
“trouble_concentrating”, “touching_something_publicspace”, and “disinfectant_supplies_shortage” 
were found to be top contributing features as they produced higher SHAP values, this is also evident 
from SHAP Feature Importance Summary Plot. Such dependency charts show how one feature 
influences the model’s performance. Every point represents a distinct participant. In figure 9(a) 

Figure 6. XGBoost Evaluating Feature Importance

Figure 5. SHAP Feature Importance Summary Plot
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dependence plot of the feature “medicines shortage” is shown, SHAP module involves automatically 
another feature that “medicines shortage” interacts most frequently with. It demonstrates that there 
is an almost linear and positive relation between “medicines shortage” and the target variable, 
and “medicines shortage” collaborates with “trouble_concentrating” frequently. Greater values of 
“medicines shortage” are more predictive of stress. It can be observed from this plot, that the gradient 
color of each dot corresponds to the original value of the “trouble_concentrating” from low (blue) 
to high (red). It was observed that “trouble_concentrating” was more predictive of stress when there 
is a higher shortage of medicines as shown in the figure 9 (b). There is a linear relationship between 
“trouble_concentrating” and stress. This visualization can be interpreted as higher values for “trouble_
concentrating” leading to more stress. Figure 9(c) shows that “touching_something_publicspace” 
interacts more with “medicines shortage” to predict the individual’s stress. Similarly, figure 9(d) 
shows the effect of the “disinfectant_supplies_shortage” on predicted stress concerning “medicines 
shortage”. It was observed that the SHAP values for “disinfectant_supplies_shortage” were negative 
when there was less shortage of disinfectant supplies.

Figure 7. SHAP Feature Importance Plot (severe)

Figure 8. SHAP Feature Importance Plot (extremely severe)
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Global Joint Feature Contribution
To automatically record the features and other features’ joint contributions, the SHAP interaction 
values method was applied. Figure 10 displays the combined feature contribution ranking results 
together with the amount of feature contribution to the overall contribution. Join contribution 
measured from the dataset occurred among “medicines shortage”, “sweating_pounding_heart” and 
“trouble_concentrating”; “Disturbing_mental_images” and “touching_something_publicspace”; 
“socialdist_not_enough” and “sweating_pounding_heart”; “disinfectant_supplies_shortage” and 
“trouble_concentrating”. Therefore, it is concluded that health professionals could experience high 
stress if they are disturbed because of a shortage of medicines during the COVID-19 second wave, 
suffer from excessive sweating and pounding of the heart due to extreme pressure, and experience 
poor concentration at work. Similarly, unwanted intrusive thoughts/images and fear of touching 
something in a public space could equally increase the stress levels.

Figure 9. SHAP Dependence Plots

Figure 10. Joint Contribution Plot
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DISCUSSION

The primary goal of the research was to measure Indian healthcare professionals’ mental health during 
COVID-19. The authors used the XGBoost algorithm to make predictions, further SHAP values were 
also calculated to clarify and clinically validate the findings. More than 400 people information were 
used in the training of the model. As shown by the results of this research, the approximate percentage 
of healthcare professionals in the dataset that exceeds the severe psychiatric morbidity criteria is 52.6%. 
Individuals perceived that their current psychological health is worse than it was before the pandemic, 
and this is particularly true among females. Another goal was to provide more insight into why the 
model performed as it did. On the one hand, features “medicines_shortage”, “trouble_concentrating”, 
“touching_something_publicspace” and, “disinfectant_supplies_shortage” were the most important 
for the model in general, these features pushed the prediction higher. On the other hand, features 
“thinking_too_much”, “disturbing_mental_images’ ‘ and “foreigners_spreading_virus_in_country” 
were ranked at the bottom as these features pushed the prediction lower. The remaining features were 
somewhere in between. Relative stress is denoted by the SHAP values: the higher the SHAP value, 
the more it is likely to contribute to stress prediction. Understandings of global patterns of the model, 
as well as into single participant’s variability are provided by SHAP feature dependence plots (Figure 
9). The plots disclose a noticeable observation worth conversing about. It is evident why features 
“medicines shortage”, and “trouble_concentrating” were the most significant as they generated a 
large range of SHAP values, which dominated the models’ performance. On the other hand, it is 
revealed why features “Disturbing_mental_images’’ and “disinfectant_supplies_shortage” were the 
least significant for the model’s outcome as any changes to their scores had only a modest (close to 
zero) impact on their SHAP values. Another interesting observation can be drawn from the feature 
dependence plot (Figure 11), each dot represents a row of data in this example. The x-axis represents 
the dataset’s actual value, while the y-axis depicts the impact of that value on the prediction. The fact 
this slope upward suggests that there is a positive linear relation between trouble in concentrating and 
higher prediction of stress. The distribution suggests that other features must interact with “trouble_
concentrating”. Two points are highlighted with a similar level of “trouble_concentrating”, however, 
that value made one prediction increase while the other prediction decreased. This recommends that 
the model used the interaction between two features for making predictions.

This interaction between features and their importance can be discussed in the following Figure 
12 for concreteness. Points stand out spatially as being far away from the upward trend. It can be 
interpreted that in general, having high trouble concentrating at work increases a person’s chance 
of having high stress. But if they feel less stressed about the shortage of medicines, then that trend 
reverses and the final predicted value for stress scores little.

The degree and trend of feature interactions are inspected thoroughly by examining the 
contributions of global joint characteristics.

CONCLUSION

This study made use of the XGBoost model to make a stress prediction for health professionals amidst 
the COVID-19 second wave in India. Furthermore, by assessing the feature contribution with SHAP 
values and SHAP interaction values features were identified that influence individual’s stress, their 
contributions were quantified, and the interaction effects between features were also captured, which 
was lacking in the previous studies. The study displays the stress prediction’s major feature contribution 
and joint feature contribution. From the experiment, some important implications can be taken like (1) 
shortage of medicines and trouble in concentrating were found to be the most contributing features. 
These two features were also ranked higher in the ablation study (2) There are indeed interactions 
between features and it was concluded that significant features are more likely to interact with other 
features. (3) It has been discovered that the more prominent a feature’s main contribution is, the more 
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likely it is to collaborate on other prominent features. Other recent research has looked into intensely 
emotional weariness and negative signs in Indian healthcare personnel at the peak of the COVID-19 
pandemic, as well as the mental health implications of working in the COVID-19 clinical setting. 
(Suryavanshi et al., 2021; Parthasarathy et al., 2021; Selvaraj et al., 2021), Situational psychological 
well-being is adversely correlated with COVID-19, according to this study, if healthcare professionals 
do not receive proper support, might have serious long-term effects.

IMPLICATION & FUTURE SCOPE

The results of this study identify that healthcare professionals in India are completely burned out, they 
were suffering from mental trauma during COVID-19. Since most healthcare professionals had direct 
contact with patients as a result, interventions must ensure to protect these professionals working 
in COVID-19 treatment settings that hurt one’s mental health. The Major strength of this study lies 
with the interpretation of the model where most contributing features have been highlighted. Stress 

Figure 12. High value but lower prediction

Figure 11. Similar values but different impact on stress
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generated due to shortage of medicines seemed to dominate other features hence the government 
has to ensure an uninterrupted supply of important medicines and Personal protection equipment 
(PPE) such as disposable gowns, masks, gloves, and face shields, as well as ventilators. Medical 
Association claims 734 Doctors have lost their lives from COVID-19 and they had very little time 
to grieve the death of their loved ones (Mohanti, 2021). There is already a shortage of healthcare 
workers in India. This figure is far below the WHO’s requirement (Karan et al., 2021). This suggests a 
need to provide mental health support programs for vulnerable groups to improve their mental health. 
Strategic planning and coordination for psychological first aid is required during major disasters. 
Overall, our findings suggest that regional and national organizations must focus on mental health 
care for healthcare professionals throughout the epidemic. There are certain limitations to this study 
that might be looked into for future research. This study did not include features like whether the 
participants had any firsthand experience of loss or disease in their family or friends as a result of 
COVID-19, as a result, the data cannot be used to make valid generalizations regarding COVID-19, 
also this study did not take into account the pre-pandemic stress level of healthcare professionals, so 
it not very convincing to state how much stress has been increased due to pandemic.
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