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ABSTRACT

People suffering from epilepsy disorder are very much in need for precautionary measures. The 
only way to provide precaution to such people is to find some methods which help them to know 
in advance the occurrence of seizures. Using Electroencephalogram, the authors have worked on 
developing a forecasting method using simple LSTM with windowing technique. The window length 
was set to five time steps; step by step the length was increased by 1 time step. The number of correct 
predictions increased with the window length. When the length reached to 20 time steps, the model 
gave impressive results in predicting the future EEG value. Past 20 time steps are learnt by the neural 
network to forecast the future EEG in two stages; in univariate method, only one attribute is used 
as the basis to predict the future value. In multivariate method, 42 features were used to predict the 
future EEG. Multivariate is more powerful and provides the prediction which is almost equal to the 
actual target value. In case of univariate the accuracy achieved was about 70%, whereas in case of 
multivariate method it was 90%.
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INTRodUCTIoN

For the people with epilepsy disorder, the moment the seizure occurs will be very dangerous and 
challenging. Nearly 1% of the population suffers from epilepsy even today. The seizure begins with a 
sudden unexpected storm of electrical signal in some region of the brain. The signal may be emitted 
in one or two regions of the brain and may also spread to other regions. This causes convulsions 
and loss of consciousness in case if the seizure is very severe. Such situations become very terrible 
for the patient and people around him to handle. This disrupts the daily activity and lifestyle of the 
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person suffering from epilepsy. Though neurologists provide best available anti-epileptic drugs to the 
patients, patients continue to suffer seizure at times. The fear of unexpected seizures makes patients 
to consume excessive medicines and suffer side effects. Therefore, forecasting epileptic seizures 
is a good attempt which can improve the treatment and in turn the life of the epilepsy patients to 
a far extent (Brinkmann, 2015) (Javier, 2017). A precise prediction could help them to avoid risky 
activities, handle the anxiety levels and avoid unnecessary medications. Alternate method followed 
by the neurologists is to go with a surgery and remove the part of the tissue from the brain which 
is found to be causing seizures. Still one more method identified was to implant a neurostimulator 
device. These devices keep track of the electrical pulses in the nervous system and prevent the sudden 
emission of high energy signals. This prevents sudden unexpected seizures. But too many electrical 
pulses could not be controlled by the device and hence this cannot be the best solution. Therefore, 
it is necessary to study the electrical patterns of the seizures in the brain in order to predict them.

Many different algorithms, machine learning approaches are used so far by the researchers to 
perform forecasting of EEG signals (Nguyen, 2020) (Iwok, 2016) (Kulkarni, 2020). Deep learning 
technique: long short-term memory is a best technique for the analysis of time series data sets. Since 
EEG recordings are collected along with the time steps continuously, LSTM is the best method for 
analysis.

In this paper we perform EEG forecasting in two parts; once using univariate time series and 
second time using multivariate time series (Kim, 2013). In case of univariate time series forecasting, 
the prediction of the next time steps is performed only based on the earlier time steps of a single 
attribute. The response variable i.e. the target variable is influenced by only one factor (Aqsa Shakeel, 
2020). Whereas, in case of multivariate time series forecasting; the prediction of the future time step 
value is performed based on multiple time dependent attributes (JD Peter, 2019). Each attribute will 
have dependency not only on the earlier time steps of its own but also on the earlier time steps of the 
other attributes(K J Blinowska,1991)(R. Ranjan, 2017). Thus the response variable is influenced by 
multiple factors. Because of this reason multivariate time series forecasting is considered to be more 
accurate than univariate time series.

The remaining portion of this section presents the related work. Section 2 describes the proposed 
method in which we cover the details of the dataset, pseudo code of the proposed method. Section 3 
discusses the results followed by the conclusion.

RELATEd WoRK

Brinkmann et al., 2015, carried out work for forecasting seizures using machine learning technique, 
support vector machine and intracranial EEG signals for canines. The authors tried to identify a 
preictal state in the epileptic canine continuous long EEG signals using SVM. For the study they used 
16-channel EEG recording device. The device was implanted for dogs on an average of 380 days out 
of which 220 days of EEG recording which were recorded at 40Hz were considered for the study. The 
recordings consisted of approximately 51 seizures out of which 35 seizures were preceded by at least 
4hrs of non-seizure signals. The EEG recordings were stratified into 11 contiguous frequency bands 
and were binned for analysis. The classification performance of SV was evaluated on the basis of 5 
fold cross validation. Window size was set to 90 minutes. Cross validation process was repeated for 
a range of preictal windows to do the comparison between the results of each time. All 5 dogs were 
analyzed with a better prediction performance compared to time-matched Poisson random predictor 
but the method developed in this work was patient specific.

Muñoz-Almaraz (2017) applied supervised filters on EEG signals for forecasting naturally 
occurring epilepsy. The authors proposed an approach for preprocessing EEG signals using supervised 
filters. The filters are used with k-nearest neighbour algorithm for improving the performance of 
the prediction. The detailed analysis of the proposed preprocessing method is described in terms of 
receiver operating systems and area under curve. The results of the study show significant improvement 
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in the results compared to power band filtering approach. The authors illustrated that, supervised 
filters give better results even for the dataset with large number of attributes and long duration time 
lengths. Thus the method demonstrated good results with machine learning approach in predicting 
epileptic EEG signal. The dataset was collected from Mayo Clinic.

Nguyen et al. (2020) have worked on predicting the features of EEG signals. The authors say 
that electroencephalogram is the best tool for understanding the brain because of its capability in 
recording every tiny voltage exchanged between the neurons inside the brain. The data can be stored 
and reproduced by the models built using machine learning neural networks. The authors have 
proposed a complex networks model composed of weakly connected dynamical systems. The model 
was recognized as Collective Almost Synchronization. Two topologies of the network were used in 
this work; random and small world consisting of 1000 neurons. This model was able to successfully 
generate both epileptic and non-epileptic EEG signals. The author’s main contribution in the work 
was predicting some of the features like Hurst exponent, and the power spectrum. The prediction 
was done 5.76s earlier. An average error was observed to be 9.22%. For the work the authors used 
both healthy and epileptic EEG signals.

Shakeel et al. (2020) have developed an algorithm for EEG forecasting using least mean squared 
algorithm. The authors worked on two prediction lengths; one was prediction of 128ms and the other 
one was prediction of 256ms. The autoregressive model gave good results for short data segments 
with 128ms prediction duration. Least mean square based autoregressive model gave good results for 
long data segments with 256ms length. Though this work was not on epilepsy prediction, the method 
used in this work for the prediction of future oscillations of EEG signals helped us to understand one 
of the methods to forecast EEG signals. The least mean square with low computational cost helps 
in forecasting the apha oscillations of the EEG signals which is used to study many nervous system 
disorders.

Kuasuriya et al. (2011) carried out EEG based epileptic seizure forecasting using wavelet 
Transform and artificial neural network. The forecasting process was done in two stages. In the first 
stage EEG signal features are extracted using wavelet transform and in the second stage artificial 
neural network was used for classification purpose. The performance of the model was evaluated on 
the basis of sensitivity, specificity and accuracy. For the study the authors used free online data from 
Freiberg EEG data repository. They also collected data from local hospitals in Sri Lanka. In total the 
dataset consisted of 105 multichannel EEG signals. The dataset was divided into two sets; Set A and 
Set B. Set A consisted of 53 healthy EEG signals. And Set B consisted of 52 inter-ictal EEG signals.

In the related work discussed above, the forecasting of EEG is performed by classifying preictal 
EEG from the ictal and inter-ictal EEG using machine learning algorithms like support vector 
machines and k nearest neighbour. Kuasuriya et al. (2011) have used artificial neural network. In 
these experiments the feature extraction of the input EEG is taken as a separate task. The features 
obtained are used for identifying preictal EEG. In our study since we used long short term memory 
for forecasting the future value of the EEG we do not perform feature extraction. The network 
learns the features automatically and predicts the future value. And in this study we do not perform 
classification of the preictal EEG from the other states of the EEG; instead we use univariate and 
multivariate methods to predict the future value.

PRoPoSEd METHod FoR EEG FoRECASTING

dataset
The dataset used for the work was a freely available data from Bonn university Germany. It consists 
of 5 folders in total. Each folder consisted of 100 files. Each of these 100 files consisted of 4097 data 
points. This dataset was a combination of both intracranial EEG and extracranial EEG. It included both 
healthy EEG signals and also unhealthy i.e., epileptic EEG signals. It also included ictal, inter-ictal 
and also pre-ictal stages of EEG signal. The recording was done at a frequency of rate of 176.61Hz. 
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Each EEG signal was 23.6 s long. This dataset consisting of data from 500 individuals was restructured 
and was presented in the form of a matrix with 11500 rows and 178 columns. A glimpse of the data 
with 178 columns is shown in the figure below. The 179th column is a class label. We used two class 
labels in the dataset. All the instances belonged to either to class label 1 and to class label 0. Class 
label 1 is a seizure event and class label 0 is a non-seizure event.

Pseudo Code of the Proposed Method
The steps used in the proposed method for univariate time series prediction is shown in the pseudo 
code in Algorithm 1. The entire data consisting of 11500 rows with 178 columns is divided into two 
sets. One set with 8000 rows for training purpose and remaining 3000 rows were used for validation 
purpose. The seed was set to 13 using tf.random.set_seed () function. The random seed sets the starting 
point for generating a random number sequence. The purpose of using seed is to get the same patterns 
of numbers when we are training a neural network. Because when the same number is passed to 
two instances of the neural network they generate same sequence of results. As described earlier the 
forecasting is done both using univariate and multivariate time series data. In the first stage we used 
univariate forecasting. During this we used an attribute labelled X2 for predicting the target value. 
Before using the attribute X2 for prediction the dataset has to be standardized to get better results. 
For standardizing the dataset we computed mean and standard deviation for the training dataset. 
Standardization is done using the formula given below:

x
x mean

stdi

d=
−( )

 

• x
i
 is the new value obtained for a particular training instance.

Figure 1. A glance of the dataset with 178 attributes
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• x
d

 is the original value in the data set.
• mean  and std  are the mean and standard deviation of the training dataset.

Windowing is the method used for setting the length of the time steps to be used as a history 
for forecasting the future value (Ranjan, 2017)(Geva, 1998). More on windowing is described in the 
next section. Now previous 20s seconds duration of EEG signals are used to predict the future EEG 
signal strength. The results of the forecasting are viewed in the form of graphs. The historical data 
is plotted in blue in the graph. The real future value and the predicted value are represented using 
green dot and Red Cross mark respectively. The batch size was set to 256 time steps and the buffer 
size was set to 10000. The sequential model was built using 8 LSTM units. The layer was followed 
by dense layer consisting of 1 unit. The EEG data was given as input to LSTM model. The model 
was compiled with the optimizer “adam” and the loss using “mean absolute error”(Kulasuriya, 2011). 
The model was trained using the training data set. Evaluation was done using validation data. During 
evaluation, the evaluation step was set to 200 and epochs to 10. The architecture of the proposed work 
is given in figure 2. Due to the large size of the dataset (Kose, 2017) (Peter, 2019), in the interest of 
saving time, each epoch will only run for 200 steps, instead of the complete training data as normally 
done. The graphs plotted were plotted for 10 different trails. For every 10 trail we obtained at least 
7 accurate predictions. The plotted graphs are presented under results section.

Algorithm: Pseudocode univariate timeseries forecasting

Step 1:   Input = X, Target value = Y 
     X = {x1, x2, x3, ……., x11500} 
Step 2:   X_Train = 70% of X  
X_Val = 30% of X 
Step 3: Set seed using set_seed() method using random module 
Step 4: The attribute X2 used for forecasting in univariate 
method. 
Step 5: Standardize input data using standard scalar technique. 
     Compute mean and standard deviation and standardize each    
and every value in the input data using the formula  
Step 6: Apply windowing method to set the historical EEG data

Figure 2. Architecture of the proposed work
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Step 7: Plot the predictions 
           show_plot(historical time_steps, true_value, predicted_
value) 
Step 8: Set Batch size=256 
            [x1,x2,x3..x256][x2,x3,x4,….x257] 
Step 9: Build LSTM model, compile with the optimizer ‘adam’ and 
compute loss with ‘mae’ 
Step 10: train the LSTM model with X_Train 
Step 11: Validate the model with X_Val 
Step 12: Plot predictions 
Step 13: Repeat the same procedure for multivariate time series 
forecasting.

As a next step we continued forecasting using multivariate time series. In this case out of 178 
attributes we used 42 attributes to perform EEG forecasting shown in table 1. The features considered 
for multivariate analysis are shown below.

As in the univariate case, the features considered for prediction are first standardized using mean 
and standard deviation (Arunkumar, 2017). The start index and the end index are set based on the 
window size. The window size gives the number of time steps used as the history data for the future 
prediction (Mansouri, 2017). Batch size and Buffer size are kept same as it was for univariate time 
series forecasting. A neural network model was built using sequential layer (Thara, 2019) as the first 
layer, then followed by long short-term memory layer after which we added dense output layer. The 
model was compiled using root mean square optimizer and mean absolute error for loss calculation. 
Then the model was trained using the training data and validated using validation data set. Number 
of epochs was set to 10 and each epoch executed for 200 steps. The forecasting trails were repeatedly 
taken. For every 10 trails nearly 9 trails were observed to be close to the actual values. The results 
were plotted using Matplotlib (Rajinikanth, 2017)(Thara, 2019). The history data was presented in 
blue line, Actual future value was shown with Red Cross mark and the model prediction in green dot. 
The graphs plotted are shown under results section. For the forecasting study we used baseline (Ansari, 
2018) and windowing method (Arunkumar, 2017) and the same are described in the next section.

RESULTS ANd dISCUSSIoNS

The experiments were conducted using python programming language in jupyter notebook using the 
standard library packages; Keras, TensorFlow, Numpy, Pandas. Time series EEG data can is framed 
as a supervised learning problem. It consists of data with 178 attributes. Each instance of the dataset 
consists of an output variable which says whether the instance of that particular time step is a seizure 
event or a non-seizure event. The goal here is that when we provide the input the mapping should be 
done in such a way that we should be able to predict the output value. This supervised learning can 
be further split into classification and regression problem. In this study we are moving into regression 
analysis. In case of classification, the output variable also called the class label is categorical. But in 
our case, we are aiming at forecasting the future value of the EEG using the given old previous time 
steps of about 20 seconds. Regression is performed when the output variable is a continuous value. 
To achieve this we are using windowing method. The size of the window was set to 20 time steps. The 

Table 1. Features considered in Multivariate time series forecasting

features_considered = [‘X1’, ‘X2’, ‘X3’, ‘X4’, ‘X5’, ‘X6’, ‘X7’, ‘X8’, ‘X9’, ‘X10’, ‘X11’, ‘X12’, ‘X13’, ‘X14’, ‘X15’, 
‘X16’, ‘X17’, ‘X18’, ‘X19’, ‘X20’, ‘X21’, ‘X22’, ‘X23’, ‘X24’, ‘X25’, ‘X26’, ‘X27’, ‘X28’, ‘X29’, ‘X30’, ‘X31’, ‘X32’, 
‘X33’, ‘X34’, ‘X35’, ‘X36’, ‘X37’, ‘X38’, ‘X39’, ‘X40’, ‘X41’, ‘X42’]
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dataset is restructured such that the every 20 time steps are used as the input variables and the next 
time step as the output variable. The previous 20 time steps are used to predict the next time step. The 
order of the previous time step observations and the next time step observations are preserved. This 
method of using previous time steps to forecast the future value is called sliding window forecasting. 
The figure 3 shows the window of length 6 time steps. According to this the previous 6 time steps 
are used as the historical data to predict the future time step value. In our study we use window of 
length 20 time steps to predict the EEG value of the future time step. Figure 4 shows a single window 
of past 20 observations and also the true target amplitude value to predict.

Once the window size is set, the next thing we need to work is number of attributes we use for 
prediction. If we use only one attribute at each time step for prediction then we call that as univariate 
time series forecasting. If we use multiple attributes of the dataset at each time step for prediction then 

Figure 3. Window of length 6 time steps

Figure 4. Single window with 20 time steps of past history
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we call that as multivariate time series forecasting. Multivariate time series analysis is complicated 
compared to univariate.

EEG Forecasting Using Univariate Time Series
In this case only one attribute is kept under observation by the neural network at each time step. 
We used the attribute X2 for observation for 20 time steps; the LSTM neural network based on the 
observed knowledge predicts the future time step value. A graph is plotted to represent the prediction 
made by the neural network. Twenty time step values will be used as the historical data. These values 
are printed as a line graph. The actual future value is presented in Red Cross mark and the model 
prediction in green dot. Figures 5 to 7 shows the plots of the predictions of the LSTM neural network. 
From figure 5 we can observe that out of 10 predictions, 4 predictions of the neural network are very 
close to the target value. Figure 6 shows that 3 predicted amplitude values of the EEG signals out of 
10 are exactly equal to the actual amplitude value of the future EEG signal. And figure 7 shows that 
3 predictions out of 10 are very far from the actual amplitude values. Which means; there is a large 
difference between the actual amplitude and the predicted amplitude of the EEG signal. So from 
this we can conclude that in univariate time series forecasting, 70% of the predictions are matching 
with the actual target values.

EEG Forecasting Using Multivariate Time Series
In case of multivariate multiple attributes are kept under observation continuously to predict the 
future EEG value (Thara D.K, 2019). In our study we used attributes from X1 to X42 i.e. totally 42 

Figure 5. Univariate Forecasting; predicted values very close to true value
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variables were used for forecasting purpose. The prediction graphs are plotted in the same manner as 
we did for univariate method. The observations made in multivariate prediction are as follows: out of 
10 predictions 6 predictions are exactly matching with the actual target values. This can be observed 
in figure 8. Similarly figure 9 shows three predictions which are very close to the target value. And 
from figure 10 we can observe there is only one prediction which is showing large difference with 
the actual target value. So, out of 10 predictions made 9 are matching with the target value and only 
one prediction is having large difference compared to actual target value. From this we can conclude 
that 90% of the predictions are correct predictions when done with multivariate time series. The 
Comparison of the proposed approach with the results of the existing works is shown in table 2.

CoNCLUSIoN ANd FUTURE SCoPE

In the view of developing some method which could be helpful to epilepsy patients so that they can 
get a clue in prior about the occurrence of seizure so that they can avoid dangerous activities like 
swimming, driving and save their lives we have developed an EEG forecasting method using a deep 
learning technique LSTM. We used publicly available dataset from Bonn University for the study. The 
study consisted of two stages, once using univariate and second stage using multivariate method. In 
each stage we tried 20 trails using different instances. The future value of the EEG signal is predicted. 
For the study we used windowing method. We tried the window size of different lengths. Starting 
from 5 time steps, length of the window was slowly increased. For the window of length 20 time 
steps the prediction rate was increased to 90%. We observed that for every 10 trails made, in case of 
multivariate 9 trails gave good accuracy. Thus in this study we conclude that multivariate time series 
forecasting using LSTM gives outstanding results compared to univariate time series analysis. In 
future the multivariate method can be used for programming the alarm devices which can be used to 
forecast the seizure event occurrence in epilepsy patients. This helps the patients to take extra care 

Figure 6. Univariate Forecasting; Predicted value exactly same as true value

Figure 7. Univariate Forecasting; large difference between the predicted value and the true value
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Figure 8. Multivariate Forecasting; Predicted value exactly same as true value

Figure 9. Multivariate Forecasting; Very slight difference between the predicted value and the true value

Figure 10. Multivariate Forecasting; Large difference between the predicted value and true value
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about themselves by avoiding any dangerous activities. They can be made to lie down and rest. This 
will defintely improve the life of epilepsy patients.
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Table 2. Comparison of the proposed approach with the results of the existing works

Technique Method Accuracy

Benjamin H. Brinkmann et al (2015) SVM Windowing 85.7%

Proposed approach Long short term memory Windowing (univariate, 
multivariate)

70% 
90%
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