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ABSTRACT

With the development of artificial intelligence, there are more applications related to face images. The 
recording of face information causes potential cyber security risks and personal privacy disclosure 
risks to the public. To solve this problem, the authors hope to protect face privacy through face 
anonymity. This paper designs a conditional autoencoder that uses the data preprocessing method 
of image inpainting. Based on the realistic generation ability of StyleGAN, their autoencoder model 
introduces facial pose information as conditional information. The input image only contains pre-
processed face-removed images. The method can generate high-resolution images and maintain the 
posture of the original face. It can be used for identity-independent computer vision tasks. Experiments 
further prove the effectiveness of the anonymization framework.
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INTRODUCTION

Thanks to the vigorous development of network technology and social media, a large number of photos 
are shared on social platforms, most of which are face pictures. Face information is not only personal 
core privacy but also personal sensitive information. Face information involves not only personal 
portraits, but also private information such as health, age, and race. The China Consumer Association 
has released a personal information collection and privacy policy evaluation report for 100 apps. The 
report shows that 10 of the 100 apps evaluated are suspected of over-collecting personal biometric 
information. Therefore, how to protect their biometric information, especially facial information, from 
being abused by unauthorized software and malicious attackers has become the focus of attention.

The general data protection regulation (GDPR) in Europe regulates data security and affects all 
personal data processing in Europe. GDPR requires individuals to regularly agree to use their data in 
any scenario. Fortunately, if the data cannot identify individuals, we can freely use the data without 
the user’s consent. Therefore, we need a robust model to hide the identity information of the original 
face for face anonymity without changing the original distribution of the face image and retaining 
the validity of the image, the output should be a data distribution consistent with the given real face.

Face anonymization, also known as face de-identification, refers to generating another face image 
with a similar appearance without changing the background while hiding the real identity, to protect 
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the privacy of the corresponding person. Traditional anonymous methods (Boyle et al., 2000; Gross 
et al., 2009) are mainly based on fuzzy processing, which can eliminate the given identity to a great 
extent, but these methods will cause poor visual perception and can no longer be applied to computer 
vision tasks such as facial expression recognition. Most of the methods based on k-same (Meden et al., 
2018; Newton et al., 2005) perform face recognition in a closed set and are not suitable for processing 
a single image. The method based on antagonistic disturbance (Kingma & Welling, 2013) (Sharif et 
al., 2016) usually highly depends on the reachability of the target system, requires special training, 
and has poor robustness. Recent generative-based methods (Hukkelås et al., 2020) (Chen et al., 2020; 
Guo & Chen, 2019; Hukkelås et al., 2019; Meden et al., 2017; Ren et al., 2018; Sun, Tewari, & Xu, 
2018; Zhang, Hu, & Luo, 2018) also have difficulty generating realistic anonymous faces.

Our goal is to preserve the face pose information as much as possible and generate a realistic 
anonymous face image on the premise of hiding the real identity. We need to strike a balance between 
privacy protection and the effectiveness of preserving data, which cannot be balanced by previous 
methods. The model we proposed is a conditional autoencoder model. Our model is based on the 
generative model StyleGAN (Karras et al., 2020) proposed by Karras et al, which is one of the best 
generation models at this stage and can generate realistic faces from random noise sampling. Firstly, the 
anonymous image is preprocessed to obtain the image background and sparse face pose information to 
ensure that all face privacy-sensitive information is deleted. Then we map this information to the W+ 
latent space through a feature pyramid network, generate realistic face images through the StyleGAN 
model, and let the generated images learn the random face identity information generated by random 
noise. Finally, we can generate realistic anonymous faces and retain the original face pose information.

The main contributions of this paper:

•	 Conditional pose information is added to the network generation model so that the generated 
face retains the pose information on the premise of hiding the identity information

•	 The anonymous face we generate is unknowable. The anonymous face generated each time is 
random, which only ensures the same image background and pose. Their identity information is 
not taken from the identity information of existing faces, which will not affect anyone’s privacy.

•	 We weigh the anonymity, pose retention, and generation quality of the generated image, and 
compare it with some existing methods. Some data show that our method achieves the best effect.

RELATED WORK

Traditional Obfuscation-Based Methods
In early research on traditional face anonymity (Boyle et al., 2000; Gross et al., 2009), face de-
recognition technology mainly used fuzzy, pixelated, occlusion, and other methods to blur the 
privacy-sensitive face areas in the image. Because of their simple operation, these fuzzy technologies 
have been widely used by Internet news media, social media platforms, and government agencies. 
However, some studies (McPherson et al., 2016; Oh et al., 2016) show that this kind of blur-based 
method is not safe and can still recognize the identity of pixelated or blurred images. At the same 
time, such methods greatly change the data distribution and bring poor visual perception. Moreover, 
images processed based on traditional anonymous methods often destroy the availability of data.

Adversarial Perturbation-Based Methods
The method based on adversarial perturbation produces an imperceptible but useful worst-case 
perturbation to the original image to make the model recognize the wrong identity. Sharifet al. (Sharif 
et al., 2016) designed a special kind of glasses that can cause the wearer to be mistaken. Fawkes 
(Shan et al., 2020) applied imperceptible pixel-level changes to the picture before the user published 
the picture to achieve anonymity protection. When used to train the face recognition model, the 
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functional model generated by these “invisible” images will always lead to the user’s normal image 
being incorrectly recognized. This type of method requires high requirements for the accessibility of 
the target system, so it usually only works on the recognizer of a specific target.

Image Generative-Based Methods
Image generation models can generate false and realistic images. It is widely used in the fields of 
image inpainting, image-to-image conversion, and face-swapping. The common generation model 
includes conditional variational autoencoder (VAE) (Kingma & Welling, 2013), generative adversarial 
network (GAN) (Goodfellow et al., 2014), and some variants based on them (Chen et al., 2020; Guo 
& Chen, 2019; Hukkelås et al., 2019; Meden et al., 2017; Ren et al., 2018; Sun, Tewari, & Xu, 2018; 
Zhang, Hu, & Luo, 2018). The image generative-based method has become popular in the field of 
face anonymity. It can be divided into two directions: the methods based on face swapping and the 
methods based on face image inpainting.

Conditional ID-Swapping-Based Methods
The anonymous method based on face id-swapping is to replace the original face area with another 
person’s face, exchange the identity information of two people, and achieve the purpose of anonymizing 
the original face. Sun et al. (Sun, Tewari, & Xu, 2018) mixed parametric face synthesis technology 
with a generation countermeasure network for data-driven image synthesis to achieve the effect 
of anonymity. Meden et al. (2017) proposed a face recognition pipeline to ensure anonymity by 
synthesizing artificial agent faces using generative neural networks. SimSwap Chen et al., (2020) 
proposes a weak feature matching loss to ensure that the input target and the generated result are 
consistent at the attribute semantic level. Although these methods hide the identity information of the 
target face and protect its privacy, they infringe on the privacy of the target face. Although most of the 
target faces selected in face exchange are the face images of some public figures, when anonymous 
scenes involve damage to the character image or even some illegal and criminal scenes, no matter 
whose face information is exposed, it is reluctant for anyone to see.

Conditional Inpainting-Based Methods
The anonymity method based on image completion completely shields the information of face privacy-
sensitive areas and uses GANs to generate semantically consistent results for missing areas. Some 
methods Guo & Chen, (2019); Zhang, Hu, & Luo, (2018) reduced the damaged area in the natural 
image by gradually drawing the missing area and producing the desired repair results. Zhang et al. 
(2019) presented an approach for pluralistic image completion, this method can generate complex 
and diverse face images. Ren et al. (2018) trained a face anonymizer to delete private information 
and maximize the performance of spatial behavior detection. DeepPrivacy Hukkelås et al., (2020) 
generates authentic anonymous faces through existing background and sparse pose annotation. 
CIAGAN Maximov et al., (2020) uses facial key point coordinates and one hot coded identity vector 
to generate realistic anonymous faces while retaining other necessary features. The larger the face 
privacy shielding area is, the more private information is protected, and the more difficult it is to 
generate realistic faces. This often requires more advanced generation models to understand complex 
semantic reasoning, which makes the task very difficult.

Although image generative-based methods are becoming increasingly popular in the research 
of face anonymity, they are affected by various conditional information. In this paper, we design an 
image generation method based on a conditional autoencoder to perform image inpainting, to achieve 
of face anonymity, and to try to solve the current face anonymity problem.
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Method

The method based on image generation has achieved good results on the task of face anonymity. Most 
studies add some conditional information to make the generated face meet the original data distribution 
and retain some conditional information. In this paper, we combine the methods of face exchange and 
image restoration to train a condition generator, which aims to generate realistic anonymous faces 
while preserving the pose information of the original face. This goal can be expressed as:

j X X( ) = ′ 	

where, j() represents the transformation function of the face de-identification model, which 
maps the given original face image X  to image X ' ; at the same time, the original face X  and the 
adult face X '  have different identity information and the same pose information.

Data Preprocessing
Since the identity information of the image is concentrated in the face area, to make our method 
focus on the generation of the face area rather than the background, we refer to the similar image 
preprocessing method in CIAGAN, use a mask to cover all the face areas except the forehead to 
delete all privacy-sensitive information and use the face pose detector to generate. The face area only 
retains the forehead information, which allows the network to learn some non-identity information. 
On the one hand, the forehead of the face contains little identity information, which has little impact 
on identity and avoids identity disclosure. On the other hand, the forehead information contains the 
face skin color information. When the network learns the information here, the face skin color of the 
generated image can be matched with the face skin color of the original image.

To make the generated face image contain the pose information of the original face, our network 
is designed as a condition generator, which can learn the pose information of the original face. 
Deepprivacy represents sparse facial pose estimation with pose information, including 7 key point 
coordinates of the ear, eye, nose, and shoulder. PRVSLi et al., (2019) takes the edge contour as the 
prior knowledge of the network to generate an image with a consistent attitude. Sun et al. (2018) and 
CIAGAN (2020) used the Dlib face detector (2014) to detect 68 facial landmark points and obtain a 
sparse representation of face poses. We also use the Dlib face coordinate detector to generate abstract 
face pose images. We do not use all 68 key face point coordinates but only the coordinate information 
of the face contour, eyebrows, eyes, nose, and mouth. This information is represented as a binary 
image as part of the generator input.

Network Model
Our network model structure refers to the network model in PSP (2021). PSP has achieved good 
results in image inversion, face normalization, conditional image synthesis, image restoration, and 
image super-resolution. Our network model adds conditional pose information to the original model, 
optimizes the loss function according to the specific task, and finally generates an anonymous face 
while retaining the facial posture information of the original image. The model framework is shown 
in Figure 1.
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The image generation model of the network adopts a conditional autoencoder structure, including 
two parts: encoder and decoder. The decoder structure used in this paper is the best StyleGAN 
network structure at this stage. In StyleGAN, the author shows that the latent vector input of different 
styles corresponds to different levels of detail, which can be roughly divided into three levels: rough, 
medium, and high quality. At the same time, some studies based on StyleGAN show embedding the 
input image into the W+ latent space, and then affine transformation can generate images with higher 
quality and more realistic details. The potential W+ vector can be expressed as the style representation 
of different network levels, with a size of 18x512. Therefore, the purpose of the encoder is to map 
the input image to the W+ latent space. According to this goal, we use the feature pyramid based 
on ResNet to extract different levels of features of the image and then map the extracted features to 
the W+ latent space through a simple intermediate network map2style to generate a style potential 
representation with a size of 18x512. The intermediate network map2style is a small full convolution 
network that uses a set of 2x2 convolutions. Then, it activates Leaky ReLU to gradually reduce the 
space size and map the feature map to 1x1x512. To anonymize the face generated by our model, we 
randomly sampled an 18x512 potential vector before the StyleGAN decoder to generate a false face 
that does not exist in the real world and let the network learn the identity information of the random 
false face so that the final generated face can achieve the purpose of anonymity.

Loss Function
We use the weighted sum of various losses, including L2 loss of posture consistency, identity loss, 
and perceptual similarity loss, which are optimized by the gradient descent method.

To make the generated image have the same facial pose as the original image, we use the pixel 
level 2  loss, L() represents the Dlib face coordinate detection model, and the processing method 
is the same as the data preprocessing method. Our goal is not to reconstruct and generate an image 
similar to the original image, so we only calculate the 2  loss of face coordinates of the original 
image X  and the generated image X ' .


2 2

2
= ( )− ( )′L X L X 	

Figure 1. Our input includes the background information and abstract pose representation of the picture, and they 
are spliced. The generator is a conditional autoencoder model. The image information is embedded into the low-
dimensional space through the encoder to generate a potential vector with a size of 18x512, and a false face is 
generated through the StyleGAN encoder. The generated false face learns the identity information in the false 
face generated by a random Gaussian vector.
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Loss of identity is defined as:


id

R X R G Z= − ( ) ( )( )( )1 cos , 	

where R() is the pretrained model of face recognition ArcFace (2019), Z  represents the random 
Gaussian vector sampled from the hidden space, the size is 18x512, G Z( )  represents the random 
identity face image generated from the random Gaussian noise sampling input StyleGAN pretrained 
model, and cos()  represents the cosine similarity of the two identity vectors.

To learn the perceptual similarity between the original image X  and the generated image X ' , 
we use LPIPS loss (2018). Compared with the more standard perceptual loss (2016), this method has 
been proven to better maintain image quality:


LPIPS

F X F X= ( )− ( )'
2

	

Therefore, the total loss of the network consists of multiple losses with different weights, which 
is defined as:

   
total lk id LPIPS
= + +l l l

1 2 3
	

where l1 , l2 , and l3  are the hyper-parameters that define the loss weight. Since different 
losses have different effects on the convergence of the network, we judge our training results according 
to some visualization tools and make adjustments in time.

EXPERIMENT AND DISCUSSION

In this section, we compare our method with several common anonymous methods based on tradition 
and learning. Our method achieves the most advanced qualitative and quantitative results in the face 
image dataset.

Dataset
The CelebA-HQ dataset randomly samples 30000 pieces from the CelebA dataset and generates 
1024x1024 high-quality face images from celebrity face images with an original image size 
of 178x218 through the generation strategy of ProGAN (2017). The dataset contains different 
demographic information such as age, gender, and race. According to the task goal, we preprocess 
the CelebA-HQ dataset to obtain the image background of deleted irregular face regions and diluted 
face pose representations. After the Dlib face detector, 29613 effective faces were detected, and the 
data availability rate was 98.91%. We randomly selected 3000 images as the testing dataset and the 
remaining 26613 images as the training dataset.

Implementation Details
In the training, the input image size is 256x256. A total of 1024x1024 images are generated by the 
StyleGAN decoder and downsampled to the original input size. The face region of the generated 
image is fused with the original background to generate the final anonymous face. In the training 
process, we use the Ranger optimizer to update the parameters. The Ranger optimizer combines the 
advantages of radam and lookahead to achieve a better optimization effect. In terms of parameter 
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setting, our learning rate is 0.0001, the batch size is 4, and the weight of the loss function isl1  =1,
l2  =0.1, and l3  =0.1. In the training process, the encoder uses the pretrained ResNet structure for 
face feature extraction, which can speed up the convergence. Although the encoder StyleGAN can 
generate realistic face images, StyleGAN adopts a progressive training strategy, which takes too long 
and is cumbersome training. Therefore, we used StyleGAN’s pretrained model, fixed the parameters, 
and trained only the encoder part. Our experiment was trained on a single NVIDIA RTX 3090.

Evaluating Indicator
We evaluated the indicators of face images generated by all models in face detection and face de-
identification. We use Dlib and MTCNN(2016) as public face detectors. For the detection performance 
of the model, we use the percentage of detected faces to evaluate. To verify the performance of face 
anonymity, we use the cos distance between the original face image and the generated face image, 
and we use ArcFace for feature extraction. In addition, we use structural similarity (SSIM) and frè 
Chet perception distance (FID) (2017) to measure the quality of picture generation. SSIM measures 
the similarity between pictures from brightness, contrast, and structure. The larger SSIM, the more 
similar pictures are. FID is a measure that compares the statistics of the generated sample with the 
real sample. The lower the FID is, the better, and the more similar the corresponding real sample is 
to the generated sample.

Comparison Results
We compare traditional anonymous methods with learning-based anonymous methods. Based on 
traditional anonymous methods, including pixelation and Gaussian blur, (1) pixelization: cluster the 
pixels of the face area close to each other in the two-dimensional space and color space, and then 
cluster each pixel Replace with its average. (2) Gaussian blur: pass the image through a Gaussian filter 
to make the pixels around the image average. We select filter core sizes of 15 and 25 for comparison. 
Learning-based anonymous methods include DeepPrivacy (2018) and Fawkes (2020).

In this method, the anonymous region only includes the irregular face region detected by the 
Dlib face detector. For the generated images, we hope to preserve the data utility as much as possible, 
so that they can still be detected by the face detector, retain a high detection rate, and can be applied 
to other tasks. Therefore, in the experimental part, we first use Dlib (2005) and MTCNN (2016) for 
evaluation. In Table 1 and Figure 2, we show the detection results and visualization results of our 
method and the traditional anonymous method on the CelebA-HQ dataset. The results show that 
the larger the pixel block and Gaussian filter core, the more blurred the observable information 
and the worse the detectable performance. Compared with the traditional face anonymity method, 
all anonymous images generated by our method can be detected and show the best visual effect in 
visual perception.
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Table 2. Quantitative evaluation using the CelebA-HQ dataset under different image generation quality indicators

Models ID_DIS(Arcface) SSIM FID

Pixelization(15x15) 0.7385 0.8483 210.82

Burl(25x25) 0.3126 0.9272 68.27

Fawkes 0.4212 0.9821 16.42

DeepPrivacy 0.8741 0.8071 34.77

Ours 0.7007 0.9157 13.93

Figure 2. Compared with traditional methods, from left to right are the original face, pixelization (15x15,25x25), Gaussian blur 
(15x15,25x25), and the image generated by our method.

Table 1. Test results of common test models. The values in the table represent the percentage of accuracy of detected faces. 
The larger the value, the more detectable faces and the better the model retains the detection ability.

Models
Detection

Dlib MTCNN

Original 100 100

Pixelization(15x15) 21.71 64.42

Pixelization(25x25) 0.13 8.17

Blur(15x15) 97.61 99.93

Blur(25x25) 92.22 99.83

Ours 100 100
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In Table 2, we show the quantitative results of our method and all models under different indicators. 
In the FID index, we have achieved the best results, which proves that our method has achieved the best 
results in the generated image quality. In the SSIM index, although both Gaussian blur and Fawkes 
exceed our method, Gaussian blur has poor performance in image perception and face detection. 
Fawkes adopts the method based on adversarial perturbation, which adds imperceptible disturbance 
to pixels and naturally has characteristics similar to the original image. For the de-recognition 
performance, we use the cosine distance between faces to measure, and id_dis is between 0 and 2. 
The id_dis of our generated image is close to the pixelization (15x15), which has the anonymous 
effect of similar pixels and has reached the effect of being visually inconsistent with the original 
face identity. We compared our method with the images generated by Fawkes and DeepPrivacy. 
From Figure 3, we found that Fawkes can generate a face that looks very much like the original face 
while anonymously retaining the posture of the original face, but there will be some strange spots 
occasionally. The image generated by DeepPrivacy can well maintain the facial pose, which is visually 
different from the original image but does not retain the pose of the original image. The generated 
face is prone to distortion and occasionally produces abnormal skin color, which is unnatural. Our 
method is slightly inferior to DeepPrivacy in terms of privacy protection performance measured by 
identity distance, but the data utility is significantly improved, and it is better than DeepPrivacy in 
visual effect and quantitative evaluation index (SSIM, FID). In general, in all models, the face image 
generated by our method achieves the effect of anonymity in vision and id_dis, retains the pose and 
skin color of the original face, and the generated image quality is the highest.

Figure 3. Qualitative comparison of our method with Fawkes and DeepPrivacy. The first column is the original face. The second 
column is the anonymous face generated by Fawkes, the third column is the anonymous face generated by DeepPrivacy, and 
the last column is our result
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CONCLUSION

In this paper, we have designed a conditional autoencoder, which uses an image inpainting method 
to generate anonymous faces through background information and sparse pose information, while 
retaining the facial posture of the original face image to generate realistic effects. Our method consists 
of two stages. Firstly, the irregular region of the face is detected by the face detector, and the image 
background and sparse face pose expression that deletes the privacy-sensitive region of the face are 
generated. Then, a conditional generation model is used to generate anonymous faces while preserving 
the original face pose. Experiments show the validity of our method in terms of privacy protection 
and image retention utility. Compared with the traditional and latest methods, satisfactory results 
are obtained.
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