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ABSTRACT

This paper represents a deep study of the local binary pattern (LBP) method and its variants of patterns 
regrouping, which is largely used in texture classification as well in other domains. The analysis of 
LBP’s 256 patterns has led the authors to propose a new organization of uniform and no uniform 
patterns into 28 groups; each group assembled a number of patterns that varied according to specific 
terms. The principal idea is to preserve the low complexity of LBP and simultaneously increase the 
method robustness against quality degradation caused by image operations like rotation, grey level 
changes, illumination, and mirror effects. The experiments are done with the two texture databases 
Outex and Brodatz; the tests are proving the robustness of Local Binary Pattern Regrouping (LBPG) 
under circumstances.
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1. INTRodUCTIoN

In computer vision or pattern recognition, texture classification is one of the keys of successful 
systems due to the role that plays in different fields including document image analysis, biomedical 
image analysis, content-based image retrieval, face analysis and object recognition.

A good texture descriptor gives an efficient texture classification. This efficiency is measured 
by achieving two goals; the first one is the low computational complexity, the other one is keeping 
the most rigid texture that can be distinguished with the various image distortions like illumination, 
rotation, noise, scaling and occlusion (Liu et al, 2017). Until now, most proposed texture descriptor 
methods have not achieved the needed level for real world textures classification.

There are many methods of texture extraction we can mentioned co-occurrence matrix (Pianpian 
et al, 2008), wavelet-based (Xavierm et al, 2011), Gabor Features (Kim & JooSo, 2018) and Local 
Binary Pattern (LBP) and its variants. From the time when Ojala presents the method to these days, 
many studies prove that it is considered among the most valuable method. It had been used in different 
fields including; texture classification (Liao et al, 2010), image matching (Heikkilä et al, 2009), image 
retrieval (Doshi, 2012), biomedical image analysis (Nanni et al, 2010), face image analysis (Ahonen 
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et al, 2006), motion and activity analysis (Kellokumpu et al, 2008), object detection (Satpathy et al, 
2014) and back ground subtraction (Heikkilä & Pietikäinen, 2006).

The disadvantages of LBP as enumerated in (Fu & Wei, 2008), is that it produces rather long 
histograms, which slow down the recognition speed especially on large-scale database. Moreover, Fu 
& Wei add that under some certain circumstances, the patterns miss the local structure, as they do not 
consider the effect of the centre pixel, and the binary data produced by them are sensitive to noise.

This work focuses on holding the low computational complexity of LBP, where the majority of 
its variants increase it. We do decrease the size of histogram from 256 patterns by regrouping them 
into 28 groups; each one in the proposed group gathered the patterns that represent the same shape 
in different positions. This regrouping creates a new perspective, which preserves the low complexity 
of traditional LBP and increases the robustness of the descriptor under changes such as rotation, grey 
scale level, and mirror effects.

The remainder of this paper is organized as follows.
Section 2 discusses the original LBP method and its variants; Section 3 presents an overview 

of our pipeline; Section 4 defines our images Dataset; Section 5 discuss the obtained results with 
comparison to other works; Section 6 provides the conclusion and future work.

2. ReLATed woRK

The traditional LBP operator appeared in 1994, introduced by Ojala et al. as a local texture descriptor 
that works on the neighbourhood structure of pixels. It turns each pixel value of the image into a 
new one, which is the result of the comparison between the centre pixel and its 3*3 neighbours. This 
comparison is simple; each neighbour gets the value zero or one depending on its grey scale value 
compared to the one of the central. This is done according to the described thresholding function (S) 
in expression (1), where the pc is the central pixel’s grey value and pni is one of the ith neighbour’s grey 
value, that applies a subtraction between the two values. The eight obtained binary values are then 
concatenated in a clockwise order starting from the top-left neighbour to produce the new decimal 
value of the central pixel. When all pixels’ values of the image are transformed by the same way, the 
next step is to generate the histogram that describes the image and gives the possibility to analyse it:
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Despite the low complexity of the method, the basic LBP is sensitive to noise and not invariant 
to rotation, in addition to other limitations. However, several papers work on improving it, each one 
focuses on one side or combines a bunch of them. One of the improvements was to extend the range 

Figure 1. Lena picture under LBP operator
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of neighbours (Ojala et al 2002). There are many works that fit these improvements, for more details, 
we do propose the survey of Li Liu et al (2017), which represents taxonomy of existing works. There 
classification of the LBP variants is done in the following six classes:

1.  Traditional LBP: The classic, original method LBP proposed by Ojala et al (1994).
2.  Neighbourhood topology and sampling: Working on pixel patterns in a certain neighbourhood 

topology in order to form local feature vectors.
3.  Thresholding and quantization: Where a threshold is the basic of the quantization operation.
4.  Encoding and regrouping: Reorganize the patterns into groups, basing of a specific criteria to 

improve distinctiveness.
5.  Combining complementary features: It is a current trend in both local image and video 

descriptors, to associate multiple complementary LBP-like descriptors, or to combine LBP-like 
with non-LBP.

6.  Methods inspired by LBP: Supplementary LBP-related approaches.

This work falls within the fourth class. It aims at regrouping the patterns of the original LBP, 
which are originally two hundred fifty-six. We eliminate the zero pattern to get two hundred fifty-
five dividing them into twenty-eight groups, with respect to the rotation and flip effects. However, 
according to Li Liu et al (2017) study, there are more than one category of encoding and regrouping, 
and they are based on three criteria:

1.  Heuristic groupings
2.  Co-occurrence groupings
3.  Learning strategies

We are focusing on heuristic grouping, where the changes concern the patterns and the way they 
get more effective, keeping it all or some that’s depending on the point of view weather it is a uniform 
or not. Ojala et al (2002) defend uniformity:

Refers to the uniform appearance of the local binary pattern, i.e. there is a limited number of transitions 
or discontinuities in the circular presentation of the pattern. These ‘uniform’ patterns provide a vast 
majority, sometimes over 90%.

Figure 2 is a visual representation of the 58 uniform LBP patterns, we should mention that not all 
the uniform patterns are equal in density, it depends on the image type but the most famous uniform 
pattern is the zero pattern, where the flat areas.

Empty circles correspond to bit values of one and filled circles are zero, the number inside it is 
the decimal representation.

It is a fact, that uniform patterns are majorities and they are invariant for rotation, this is why 
several works are using them in different grouping to have a lower feature dimensionality and a higher 
discriminative ability than LBP, plus to another powerful point of these patterns, which is their ability 
to catch the edges, the corners and the lings. In some domain, they are exactly the purposes but not in 
texture classification, where all the patterns are equally important, the more the vector descriptor is 
rich with information the more effectiveness it well gets. We mention some uniform grouping methods 
used out of texture domain. There are Symmetric Uniform Local Binary Pattern SULBP (Lahdenoja et 
al, 2005), for real-time face recognition and detection systems. It does grouping the uniform patterns 
to 30 groups, same as semantic Local Binary Pattern sLBP (Mu et al, 2008), specialize in human 
detection and the Complementary Uniform Local Binary Pattern CULBP (Nguyen et al, 2013), for 
object detection, It divide the 58 uniform patterns to the half as a result 29 groups are used to provide 
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the vector descriptor. In figure 3 the illustration of this three uniform grouping pattern behaviour, 
with the number of group inside the circle.

However, it does not mean that the non-uniform are not effective or non-useful, they have been 
used in texture classification, we mentioned NTLBP (Fathi & Nilchi, 2012), CLBC (Zhao et al, 
2012) and NLBP (Ma, 2011), where they had decide to make better use of the non-uniform patterns 
instead of discarding them.

• NLBP: Number Local Binary Pattern for texture analysis, they divide the patterns according to 
the uniformity standard after that the non-uniform patterns are grouped according to the number 
of “0” bits and “1” bits, in figure 4, the visual demonstration.

Figure 2. The Uniform Patterns

Figure 3. Uniform LBP Patterns Regrouping Methods (Empty circles correspond to bit values of one and filled circles are zero, 
the number inside the circles is the number of the group)
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• CLBC: Completed Local Binary Count for texture classification, no difference between the 
uniform patterns and the non-ones, where all the patterns are grouped based on the number of 
the ‘1’ bits.

• NTLBP: Noise Tolerant Local Binary Pattern for texture analysis, the regrouping is done in two 
steps, first one using the uniformity standard, to get 9 groups from all the uniform patterns, the 
second it is related to non-uniform patterns, where a calculation of uniformity and the number 
of “1” bits is done, Sven groups are the results of this steps. The outcome is a vector of both 
uniform and non-uniform patterns, to have more robustness to noise.

Inspired by their work, we did keep all the patterns except the uniform zero pattern, which is the 
complementary of all the others patterns, we did grouped the LBP patterns to twenty-eight groups 
using the uniformity standard and the number of “0” bits and “1” bits.

3. SySTeM oVeRVIew

The bases of the method are described in figure 5; the different steps are detailed in the following, 
except LBP encoding which has been explained in section 2.

Figure 4. Other methods regrouping use both Uniform and Non-Uniform LBP patterns

Figure 5. An illustration of the architecture of the system
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Starting by the LBP encoding, the results are the patterns they will be grouped with respect to 
three criteria, rotation invariant, grey level changes and mirror effects; in the follow, more detailed 
description is given. After that, histogram building according to our classification, size of 28, it 
preforms as a texture descriptor. The matching step is the final where the request image goes throw 
the same procedures already mentioned, a calculation of distance is done between the histogram of 
requested image and the database histograms, we did use the histogram equalization, who ever have 
the minimum distance value will considered as the best match.

3.1 Regrouping
We did separate the classification into two parts according to uniformity stander, the 8 bits give us 28 
possible combinations that equal to 256, the first part is the 58 uniform patterns; we did eliminate the 
zero pattern and classify the 57 rest into eight groups according to the number of “1” bit. The second 
part of 198 non-uniform patterns we divide it into twenty groups a cording to simple measures, which 
is the number of “1” bits and “0” bits between them:

• Uniform pattern (Ojala et al, 2002), where the changes from “0” to “1” (or the opposite) is not 
greater than two. They do not change their shape even in case of rotation, no matter the angle of 
rotation is. The sequence of bits will always guaranty that, also the mirror effect robustness, the 
figure 6 clarify the regrouping behaviour.

• The Non_Uniform patterns where the changes between zero to one or the opposite are more 
than two.

The number of ones goes from two to six separated by a number of zeros, we distinct twenty 
groups. Table 1 introduces all the groups with their patterns respecting the point of rotation and 
mirror effects invariantly.

Figure 6. The Uniform Patterns Regrouping (empty circles correspond to bit values of one and filled circles are zero, the number 
inside the pattern is the group number)
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Table 1. The Non-Uniform Patterns Regrouping (Empty circles correspond to bit values of one and filled circles are zero, the 
number inside the pattern is its decimal value)

Groups Patterns

09

10

11

12

13

14

15

continued on following page
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Table 1. Continued

Groups Patterns

16

17

18

19

20

21

22

continued on following page
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3.2 Histogram Building
After the regrouping operation, a 28 length histogram is built for each image, where all the decimal 
values of the patterns group are counted together to represent its value in the histogram, in figure 7 
we can see the image at left goes throw the LBP encoding and transformed to a histogram which is 
the vector descriptor.

3.3 Matching
The final step aims to classify the texture images using the vector descriptor (histogram). An off-ling 
process is applied on all images dataset to produce histograms, than the request image goes throw 
the same way already mentioned, the matching task is done between those histograms of dataset and 
the one of the requested image by calculating the distance between two vectors. The operation return 
the minimal results to define the best match. Many distance measurement is proposed in the theory, 
chi-square distance used for texture classification (Guo et al, 2016), Euclidean distance in (Fu & Wei, 
2008) for facial expression recognition, otherwise other researches do use classifiers like support vector 
machines (SVM) in (Cimpoi et al, 2015) or nearest neighbour classifier (NNC) in (Chan et al, 2015).

Table 1. Continued

Groups Patterns

23

24

25

26

27

28
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As well, various studies offer a cooperation between distance measurement and classifiers as the 
case of (Wang et al, 2018), where JRLP do use both of chi-square distance and nearest neighbourhood 
classifier. The time costs of the method is related to the choice of this operation, the classifiers are 
more expensive than distance measurement.

For our proposed method, chi-square distance is applied to measure the match between histograms; 
our training samples and test samples give us the Histograms H and h respectively. Then, distance 
measurement formula indicated clearly as following:

D H h
H h

H hi
j

N
j j

j j

,( ) =
−

+ +∑ 1
 (2)

where Di is the ith distance associated to the ith histogram of the training samples, j ∈ {1, N} and N 
is the number of groups (N=28). The best match related by finding the image i with the minimal Di.

4. dATASeT

The experiment was applied on two separated datasets, the Outex Texture Dataset (Outex Oulu 
University) and the Brodatz textures dataset (Southern California University, 2018).

For the Outex Texture Dataset, we did use 10 classes from the dataset. Only 10 images for each 
class, 100 images for the learning phase. The images are under 0°, 30°, 45° and 60° angles of rotation 
and “inca” illuminate. Each used image size is 128*128 pixels. For testing the rotation effect, we used 
the following angles 5°, 10°, 15°, 75° and 90°. Concerning the test of illumination, the used images 
are under the “Horizon” and “TL84” spectra of the illuminates.

The second dataset, the Brodatz textures dataset experimentations challenged the grey level 
changes and the mirror effects. Where the thirteen texture images was exploited as a training simple, 
the same images with a different grey level are used as a testing simple, after that the training simple 
was artificially flipped horizontally and vertically in order to test the mirror effect robustness, ending 
with a challenge combine the flipped images with the grey level changing ones. The results are 
available in table 3.

5. CLASSIFICATIoN ANd CoMPARISoN

In this section, the evaluation of our proposed regrouping behaviour for texture classification, in 
addition to a comparison to other LBPs variants.

Figure 7. The histogram of an image of Outex dataset
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Table 2 shows the results of Outex Texture Dataset, where we can notice that the higher score 
is 99.99% return to the 5° rotation angle, where you cannot tell the difference between the original 
and the rotated image. After that descries in results is noticed which is completely normal, we can 
justify this descries with the fact that the images are changed, with disappears of some parts and 
the appearance of some new ones. Concerning the illuminate tests, the recognition rate is 92.13% 

Figure 9. Images of Brodatz textures dataset

Figure 8. Simples from Outex Texture Dataset
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on TL84 and 95.57% on Horizon; the changes in illuminate spectre make a minor modification in 
images details.

The results of Brodatz textures dataset are very promoting, the tests are done with two factors, 
the grey level changes and the mirror effects (not available on the dataset, created artificially), testing 
each one alone or even when we combine between them; the recognition rate is 99.99%. The grey 
level changes is assured by the way the LBP method work, where the comparison of pixels grey values 
doesn’t interested in deference value but focusing on the sign (greater or smaller) . What concern the 
mirror effects our grouping behaviour affords the immunity to the image by collection the patterns 
with all the possible flipped position to gather.

The LBP operator is by definition invariant against any monotonic transformation of the grey 
scale, because it threshold the pixel neighbours by the sign of difference not the exact value, that is why 
the results does not change by changing the images grey level, when is applied on the entire image.

For the mirror affect our strategy of regrouping guaranty that the flipped patterns will always 
be under the same group. In figure 10, orange bars are representing a histogram of the mean value 
of Brodatz original images, yellow bars are representing a histogram of the mean value of Brodatz 
flipped images and the green ones are representing a histogram of the mean value of Brodatz grey 

Table 2. Results (%) of LBPG on Outex Texture Dataset

Rotation Illuminate

5° 10° 15° 75° 90° TL84 Horizon

LBPG 99.99 99.78 98.57 96.66 97.67 92.13 95.57

Table 3. Results (%) of LBPG on Brodatz Texture Dataset

V5 
555

Mirror effects(1) Grey level 
changes(2) (1) +(2)

Flipped vertically Flipped horizontally

LBPG 99.99% 99.99% 99.99% 99.99%

Figure 10. The regrouping histograms of mean values of Brodatz dataset images
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level changed images. The average difference between the training samples and the test samples 
images is equal to 1.01%.

In table 4, our proposed method proves that it can give satisfactory experimental results. To test 
the rotation, illumination, mirror effect, and grey level changes invariances of our proposed method 
LBPG; experiments are achieved on the Brodataz and Outex databases.

LBPG demonstrates the good capability in texture classification domain, challenging four 
methods the original LBP, NTLBP, NLBP and CLBC, in the first column, the size of the feature 
vector extracted by each method, the second and third ones are the results of the applied method on 
Outex and Brodatz Datasets respectively.

6. CoNCLUSIoN

This paper presents a study of a new regrouping behaviour of LBP method for texture classification, 
The heuristic groupings of patterns focus on uniformity stander, some studies eliminate non-uniform 
patterns justifying this action with the fact that they are few, others make benefits from them. We did 
follow the second path keeping all patterns except the zero pattern, grouping all the patterns into 28 
groups, the groups turn to a vector descriptor, the matching step using it to define the texture image 
classification. Focusing on two goals, the first is to keep the computational complexity of LBP and 
achieve a better timing by reducing the vector descriptor size, the second is increasing the robustness 
against rotation, illuminates, grey level, and the mirror effects, the results are motivating. We look 
forward to raise our objectives combining this new regrouping with machine learning techniques as 
Convolutional Neural Networks (CNN) classifier or Support Vector Machine (SVM), testing it over 
large datasets.
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Table 4. Classification scores (%) for LBP, NTLBP, CLBC and our Method LBPG on the two datasets, Outex and Brodataz

Dimension vector Outex Brodatz

LBP 256 92.14 90.70

NTLBP 16 84.24 89.31

NLBP 14 96.48 91.23

CLBC 9 97.16 95.85

LBPG 28 98.33 99.99
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