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ABSTRACT

Credit scoring, aiming to distinguish potential loan defaulter, has played an important role in the 
financial industry. To further improve the accuracy and efficiency of classification, this paper develops 
an ensemble model combined extreme gradient boosting (XGBoost) and deep neural network (DNN). 
In the method, training set is divided into different subsets by bagging sampling at first. Then, each 
subset is trained as a feature extractor by DNN and the extracted features is taken as the input of 
XGBoost to construct the base classifier. At last, the prediction result is the average of outputs of 
different base classifiers. In the training verification process, three credit datasets from the UCI 
machine learning repository are used to evaluate the proposed model. The outcome shows that this 
model is superior with a significant improvement.
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INTRodUCTIoN

Credit risk has always been one of the most important issues faced by financial institutions (Lai, Yu, 
Wang, & Zhou, 2006; Lai, Yu, Zhou, & Wang, 2006; Yu, Wang, & Lai, 2008). With the change of 
the concept of mass consumption and the development of the financial industry, the credit business 
has developed rapidly, and the financial institutions are facing more and more severe challenges. In 
this process, Credit scoring plays an important role. It can model the potential risks of loan applicants 
and classify them into “good credit” or “bad credit”, which is a binary classification technology (He, 
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Zhang, & Zhang, 2018; Xia, Liu, Li, & Liu, 2017). For banks, financial institutions or other Internet 
finance companies, the cost of misclassifying “bad credit applicants” as “good credit applicants” is 
much higher than that of misclassifying “good credit applicants” as “bad credit applicants” (Qian, 
Liang, Li, Feng, & Shi, 2014). Therefore, how to build a robust and reliable credit scoring model is 
getting wider attention from both academia and business circles.

There are two mainstream classification techniques for credit risk assessment, namely statistical 
analysis and machine learning (He et al., 2018; Saberi et al., 2013). In statistical analysis, Linear 
discriminant analysis (LDA) and logistic regression (LR) are the two most commonly used approaches 
(Eisenbeis, 1978; Henley & Edward, 1995). However, both LDA and LR have difficulty in modeling 
complex financial systems due to the use of ideal statistical assumptions. Machine learning techniques 
are also widely used in credit scoring, including k-nearest neighbor (KNN) (W. E. Henley & Hand, 
1996), support vector machine (SVM) (Huang, Chen, Hsu, Chen, & Wu, 2004), decision tree (DT) 
(Xiu, Weiyun, Jianyong, Bing, & Wenhuang, 2004), mathematical programming (Peng, Kou, Shi, 
& Chen, 2008; SHI, PENG, XU, & TANG, 2002), and Multi-layer perceptron (MLP) with a single 
hidden layer (Alejo, García, Marqués, Sánchez, & Antonio-Velázquez, 2013). Apart from single 
classifiers, researches have also shown that ensemble classification tends to be an effective way in 
improving the accuracy and stability of a single classifier for credit scoring (Ko, Sabourin, & Britto, 
2008; Tsymbal, Pechenizkiy, & Cunningham, 2005).

Ensemble learning is a method that integrating several classifiers derived from different 
algorithms, features and training subsets to predict the class label of unknown samples. Ensemble 
classification can take advantage of the diversity of classifiers to avoid the weaknesses of single one. 
Moreover, it has been shown theoretically and experimentally that classification based on ensemble 
learning performs better than a single classifier in terms of credit scoring (Nanni & Lumini, 2009; 
Xia et al., 2017; Xiao, Xiao, & Wang, 2016). In recent years, deep neural networks (DNN) has also 
been widely applied in classification problems. Such deep architecture improves the ability of feature 
extraction and help get more information of hidden layers, and that’s why its performance is better 
compared to shallow architectures in credit risk assessment. To the best of our knowledge, there were 
few studies on credit risk assessment by using DNN.

For that reason, this paper propose an ensemble classification approach which combines extreme 
gradient boosting (XGBoost) with DNN for credit scoring, as DNN is more capable of modeling or 
abstracting data with more hierarchies which makes it have the ability to mine the potentially valuable 
information of data and provide support for the classification of base classifiers. In the first step, we 
use bagging algorithm to form several variable training subsets to get enough data for training. Then 
DNN is applied to train the original data of each training subset to increase the ability of feature 
extraction, and the last hidden layer of this model is taken as feature extractor. The testing set and 
the training subset are respectively extracted, and the features extracted from the training subset are 
further trained by XGBoost. Finally, the final class label of the unknown sample is obtained by simply 
averaging the prediction probabilities of different base classifiers.

The rest of this paper is organized as follows. Section 2 reviews the related work in credit 
scoring. Section 3 describes and explains the proposed ensemble model in detail. Section 4 reports 
the experimental setup. Section 5 analyzes and compares the results of the experiments, and Section 
6 provides the conclusion and directions for future work.

ReLATed woRK

In recent years, credit scoring has received extensive attention from academia and business circles. 
Consequently, many scholars have done research in different aspects on credit scoring and related 
technology.
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Credit Scoring Based on Single Classifier
Some scholars have compared neural networks, genetic algorithms and their extensions with traditional 
statistical approaches (Chang & Yeh, 2012; Crook, Edelman, & Thomas, 2007; Ravi Kumar & 
Ravi, 2007). D. Wang, Zhang, Bai, and Mao (2018) proposed a two-phase hybrid approach based on 
filter approach and multiple population genetic algorithm (HMPGA), which is effective in feature 
selection. Zhang, He, and Zhang (2018) presented a new method of selecting classifiers based on 
genetic algorithm. Unsupervised clustering is integrated with a fuzzy assignment procedure in the 
model, to make more use of the data patterns and improve performance. Oreski, Oreski, and Oreski 
(2012) proposed genetic algorithm combined with neural network to select the optimal feature subset, 
which improves the accuracy of credit scoring. The experiment found that the genetic algorithm is 
very advantageous in searching for the most significant features of default risk. Hsieh (2005) proposed 
a hybrid model based on k-means and neural network. It first pre-processed input samples through 
k-means and put unrepresentative samples into isolated clusters. Then the model used neural networks 
to construct a credit scoring model. Although the single classifier is relatively easy to implement and 
can achieve satisfactory results in simple scenarios, for complex scenarios, single classifier cannot 
capture the subtle differences between individuals.

Credit Scoring Based on ensemble Classification
Because of the limitations of a single classifier, it is impossible to solve all problems effectively. 
Many scholars have proposed different ensemble approaches. There are many typical ensemble 
strategies in ensemble learning approaches, such as majority voting, weighted average and ranking 
(Yang & Browne, 2004). G. Wang and Ma (2012) proposed a new hybrid ensemble approach based 
on SVM and two ensemble strategies (bagging and random subspace). He et al. (2018) constructed 
a new three-stage ensemble model, generated adjustable balance subsets by extended the Balance 
Cascade approach. Random forest and extreme gradient boosting were used as the base classifiers 
of the three-stage ensemble model. The stacking was used for ensemble and the parameters of the 
base classifiers are optimized by a particle swarm optimization algorithm. The results showed that 
the average performance of the model is superior to other comparative algorithms. Xiao et al. (2016) 
investigated an ensemble classification approach based on supervised clustering for credit scoring to 
take both the accuracy of classification and the diversity of the classifiers into consideration. Yu et al. 
(2008) proposed a multistage reliability-based neural network ensemble learning approach for credit 
risk assessment, in which the neural network is used to fuse the final result by means of reliability 
measurement. Yu, Yue, Wang, and Lai (2010) also proposed an SVM -based ensemble learning system 
for credit risk, in which ANN model was introduced as the ensemble strategy.

Some scholars have also introduced the deep architectures training algorithms into the credit 
scoring. Hinton and Salakhutdinov (2006) first successfully introduced deep architectures training 
algorithm. The deep belief network (DBN) with sufficient hidden layers have been developed as a 
powerful ensemble technique to obtain the rich information in the confidence degree. Yu, Yang, 
Tang, and Journal (2016) proposed a novel multistage deep belief network based extreme learning 
machine ensemble learning paradigm for credit risk assessment, and DBN model as a new ensemble 
strategy shows great potential in improving accuracy. Yu, Zhou, Tang, and Chen (2018) further 
proposed a DBN-based resampling support vector machine (SVM) ensemble learning paradigm to 
solve imbalanced data problem in credit classification. Zhao et al. (2015) also presented an improved 
multi-layer perceptron neural network based on back propagation to improve the performance of 
credit scoring, and demonstrated that the performance of the model has been improved.

As can be seen from the above review, for single classifier credit scoring model, feature selection 
is the main concern, while for ensemble classification credit scoring model, the main focus is on 
ensemble strategy. The above approaches with DBN is also used as an ensemble technique to capture 
the information hidden in the results of the base classifiers. Unfortunately, little attention has been 
paid to the valuable information hidden in the original data. The method in this paper just makes up 
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for this shortcoming. We can use the deep neural network to increase the ability of feature extraction 
and extract all the valuable hidden information. Before training the base classifiers, we first use the 
deep neural network to train the original data, and then extracting the potential features train as the 
input of the base classifiers. Different subsets of data have different relations, so the information 
mined is more abundant, which is helpful to base classifier classification.

MeTHodoLoGy

In this section, we propose an ensemble classification model based on deep neural network for 
credit scoring. The original data is divided into training set and testing set. Bagging algorithm is 
used to generate variable training subset in the training set. The framework of the proposed model 
is shown in Figure 1. The process can be divided into two parts: (1) For each training subset, deep 
neural network (DNN) model is trained, and then the model with the last hidden layer is selected to 
extract the training subset and the testing set to obtain more valuable information. (2) The training 
set features obtained in the first step are trained by XGBoost to predict the extracted test set features. 
Finally, the predicted probability results of different base classifiers are averaged simply to obtain 
the final classification result.

Generating Training Subsets
To ensure sufficient data for model training, we use the bagging algorithm to generate different 
training subsets (Breiman, 1996). Given a training dataset , the size of the data is. We use bagging 
algorithm to retrieve training subsets with random sampling . The data size of each training subset 
is . The newly generated training subset is used for the next stage of DNN training. The number of 
training subsets N is optimized experimentally to obtain the optimal number.

Feature engineering
Feature engineering is the most important part of machine learning, even deep learning. A good feature 
engineering can make the algorithm model work well. Shallow structure algorithms mainly focus on 
the output of the classifier at the abstract level (Luo, Wu, & Wu, 2017). The limitation of the algorithm 

Figure 1. The flowchart of the proposed ensemble model
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lies in its limited ability to represent complex functions with finite samples and computational units. 
For complex classification problems, its generalization ability is restricted to a certain extent. In this 
study, the deep neural network was used to extract the features of the original data.

Deep Neural Network (DNN) is an artificial neural network with more than three layers, 
sometimes referred to as deep MLP. Through the deep non-linear network structure, it can realize 
the approximation of complex functions, represent the distributed representation of input data, and 
demonstrate the powerful ability to learn the essential features of datasets from a small sample set 
(Hinton & Salakhutdinov, 2006). At present, the deep learning architecture has been widely used in 
various classification problems, and has produced excellent classification performance.

The neural network layers within DNN can be divided into three types: the input layer, the hidden 
layer and the output layer. A 3-layer fully connected DNN framework is shown in Figure 2. The layers 
are fully connected, that is, any neuron of the i -th layer must be connected to any one of the i �� �1 -th 
layer.

Each layer of DNN model is a linear relationship plus an activation function � z� � . The linear 
relationship is as follows:

z x bi i� ���  (1)

Where xi  represents the value of the i -th neuron, ωi  is the weight of the i -th neuron, b  is the 
bias. There are no ω  and b  parameters in the input layer. Here we use the ReLU activation function:

� z max , z� � � � �0  (2)

If it is greater than or equal to 0, it will remain unchanged, and if it is less than 0, it will be 
activated to 0. Assuming that there are neurons in the l �� �1 -th layer and n  neurons in the l -th 

Figure 2. A 3-layer fully connected DNN framework
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layer, the linear coefficient ω  of the l -th layer constitutes an n m×  matrix W l , and the bias b  
of the l -th layer constitutes an n×1  vector bl . The l �� �1 -th layer output a  constitutes an m×1  

vector al−1 . Then the output of the l -th layer is:

al l l l l� � � � �� ��� �z W a b
1  (3)

The categorical cross-entropy loss function is used to perform iterative optimization by gradient 
descent method to obtain the minimum value. After a certain number of iterations, the output of the 
last hidden layer is obtained, which is the extracted hidden feature. These features are further used 
as the input of XGBoost to construct base classifier.

Constructing Base Classifiers
The boosting method is a very effective machine learning method. Its basic idea is to combine a 
series of weak classifiers to form a strong classifier. Boosting tree is a boosting method based on 
decision tree. The learning model is optimized by addition model and forward distribution algorithm. 
When the loss function is a square loss function or an exponential loss function, the boosting tree 
is very effective. But for general loss function, it is not so easy to optimize each step. Therefore, 
Friedman (2001) proposed a gradient boosting algorithm. Its characteristic is that it constructs a new 
model in the gradient direction of residuals to minimize the loss function produced by each iteration. 
XGBoost (Chen & Guestrin, 2016) is an improvement based on the gradient boosting algorithm by 
Chen Tianqi. It not only has the advantage of high precision of traditional boosting algorithms, but 
also can flexibly implement distributed and parallel computing (Gumus & Kiran, 2017). In various 
international machine learning contests (Adam-Bourdarios et al., 2015), XGBoost is one of the 
algorithms adopted by many winners. Therefore, in this paper, XGBoost is used as the base classifier 
for the ensemble model. (4)

Given a training set feature vector xi
n�� ,  the corresponding class label is 

y i ni � � �� � �1 1 1, , , , . The prediction model of XGBoost can be expressed as:

y F x f xi i k i
k

K

� � � � � �
�
�

1
 (4)

Where f xk i� �  represents the k -th tree, K  is the total number of trees, yi  is the prediction result 
of the sample xi .

The function fk  is learned by minimizing the following objective functions:

Obj l y y fi i
i

n

k
k

K

�� � � � � � � �
� �
� �,
1 1

�  (5)

Where l y yi i,� �  is the training error of the sample xi , � fk� �  represent the regular term of the 
k -th tree. For the regular term part of the objective function, we consider it from a single tree. For 
each regression tree, the model can be written as:
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f x w w R q R Tt q x
T d� � � � �� �� � , , : , , ,1 2  (6)

Where w  is the score of the leaf node, q x� �  is the leaf node corresponding to the sample x . T  is 
the number of leaf nodes of the tree. Therefore, we write the complexity of the tree as follows:

� f T wt j
j

T

� � � �
�
�� �

1

2

2

1

 (7)

Where γ  is the complexity parameter, and λ  is the fixed coefficient.
XGBoost uses Taylor expansion to approximate the original objective function, then the original 

objective function can be approximated as equation (8):

Obj G w H w Tt
j j j j

j

T
� �

�

� � �� ��
��

�
��
�� 1

2

2

1

� �  (8)

The objective function is rewritten as T  independent quadratic functions of single variables. 
Therefore, the optimal score wj

∗  for each leaf node in XGBoost is equation (9) and the solution 
equation for the objective function is equation (10):

w
G
Hj

j

j

� � �
� �

 (9)

Obj
G
H

Tj

jj

T

� �
�

�
�
�1
2

2

1 �
�  (10)

 is only related to the structure q x� �  of the tree, and is independent of the score of the leaf 
node. Therefore, the corresponding objective function can be calculated as long as the structure of 
the tree is determined.

XGBoost uses exact greedy algorithm and defines gain formula to find the optimal tree structure 
heuristically. If the current tree structure I  can be split into IL  and IR , I I IL R� � , the gain 
formula can be expressed as equation (11):

Gain G
H

G
H

G G
H H

L

L

R

R

L R

L R

� �
�

�
�

�
�� �
� �

�

�
�
�

�

�
�
�
�

1

2

2 2 2

� � �
�  (11)

Where γ  represents the complexity cost of introducing additional leaf nodes. The exact greedy 
algorithm is shown in Algorithm 1.
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eXPeRIMeNTAL SeTUP

In this study, ten classifiers DT, LR, NB, SVM, RF, GBDT, LDA, KNN, Adaboost, and XGBoost, 
which are widely used in credit scoring, are used as base classifiers. Besides XGBoost, each base 
classifier is combined with DNN to validate the performance of the proposed model.

dataset description
In this experiment, three credit datasets from Australian, German and Japanese in the UCI machine 
learning repository (Dua, 2017) are used to validate the proposed model. They are widely used in 
credit scoring research. The detailed description of the datasets is shown in Table 2.

The Australian dataset contains 690 samples with 307 positive samples and 383 negative samples. 
Each sample has 14 feature factors and 1 class label. 6 of the 14 feature factors are numerical features 
and the other 8 are categorical features. Similarly, there are 690 samples in the Japanese dataset, 
including 383 positive samples and 307 negative samples. Each sample has 15 feature factors and 1 
class label. Among the 15 feature factors, there are 6 numerical features and 9 categorical features. The 
German dataset consists of 1000 samples, 700 of which belong to positive samples and the remaining 
300 belong to negative samples. Each sample has 20 feature factors, including 7 numerical features 
and 13 categorical features, and 1 class label.

The class labels of the above three datasets are “1” or “0”. “1” indicates good applicants, that 
is, the applicant has good credit. On the contrary, “0” means bad applicants, that is, the applicant 
has bad credit.

data Preprocessing
Before building the model, feature engineering is applied to preprocess the dataset. For missing data, 
if the missing value of an attribute is more than 2% of the total number of samples, we use the mean 
value to fill in, otherwise we use 0 to fill in. If the attribute is a categorical attribute, it is populated 
as a new category. For categorical features, dummy variables are used instead.

Table 1. Algorithm 1: Exact greedy algorithm for split finding

Algorithm 1: Exact Greedy Algorithm for Split Finding

Input: I , instance set of current node
Input: d , feature dimension
gain← 0  

G g hii I ii I
� �

� �� �,H  

for k =1 to m do

   G HL L← ←0 0,  

for j in sorted( I ,by x jk ) do

   G G g H H hL L i L L j� � � �,  

  G G G H H HR L R L� � � �,

  score score G
H

G
H

G
H

L

L

R

R

�
�

�
�

�
�

�

�
�

�

�
�max ,

2 2 2

� � �
 

end for
end for
Output:Split with max score
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evaluation Measures
In order to validate the performance of the model, seven commonly used evaluation measures are 
adopted in this experiment, namely, Area Under ROC Curve (AUC), Accuracy, Precision, Recall, 
F-score, Type I error and Type II error. They are all based on the confusion matrix shown in Table 
3. Credit scoring is a two-class problem. Each sample can be classified into two classes: good credit 
and bad credit. There are four basic elements in the confusion matrix: True Positive (TP) indicates 
that the prediction result of the sample is good credit, and the real one is good credit; False Negative 
(FN) indicates that the prediction result of the sample is bad credit, but its real class is good credit. 
Similarly, False Positive (FP) is a bad credit sample, but good credit is predicted; True Negative (TN) 
is the same type of prediction as the real one, and all of them are bad credit.

• Accuracy: It is defined as the correct prediction sample size divided by the total testing sample 
size, as shown in formula (12), which reflects the overall prediction accuracy of the dataset.

Accuracy TP TN
TP FN FP TN

�
�

� � �
 (12)

• Precision: Precision denotes the accuracy of sample prediction for good credit, as shown in 
Formula (13).

Precision TP
TP FP

�
�

 (13)

• Recall: The recall rate, also known as sensitivity, describes the sensitivity of the classifier to 
positive samples, as shown in formula (14).

Recall TPR TP
TP FN

� �
�

 (14)

Table 2. Description of three credit datasets

Dataset Number of 
instances

Good/bad credit Total 
features

Numerical 
features

Categorical 
features

Australian 690 307/383 14 6 8

German 1000 700/300 20 7 13

Japanese 690 383/307 15 6 9

Table 3. Confusion matrix

Predicted

Positive Negative

Real Positive True Positive (TP) False Negative (FN)

Negative False Positive (FP) True Negative (TN)
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• F-score: It is a comprehensive evaluation measure based on accuracy and recall rate, and its 
expression definition is shown in formula (15).

F Recall Precision
Recall Precisionscore �
� �

�
2

 (15)

• AUC: It is an extensively used evaluation measure, which is calculated by probability. It is the 
area under the ROC (Receiver Operating Characteristic) curve (Fawcett, 2004). The x-axis of 
ROC curve indicated false positive rate (FPR), and the y-axis indicated true positive rate (TPR).

• Type I error: It refers to the rate of misclassifying bad credit applicants into good credit, which 
is defined as formula (16). The cost of such errors is often higher. Therefore, the lower the value, 
the lower the cost.

error FPR FP
FP TN

 � � �
�

 (16)

• Type II error: It refers to the rate of misclassifying good credit applicants as bad credit, which 
is defined as formula (17). Such errors will also have an impact on financial institutions, which 
loss out on a lot of profits. Therefore, the lower the value, the lower the cost. But compared with 
Type I error, the cost is lower.

error FN
TP FN

 �� �
�

 (17)

experiment Parameters Setting
According to the distribution of datasets, 20% of good/bad applicants are used as testing sets 
respectively, and 90% of the remaining 80% are extracted by bagging algorithm to form several 
training subsets. After parameter tuning, the Australian and German datasets use 10 training subsets 
and the Japanese dataset have 15 training subsets. In each experiment, the deep neural network 
model is constructed by modifying the parameters of DNN, such as the number of hidden layers, the 
number of neurons in each hidden layer, the number of iterations, and the activation function. The loss 
function of the output layer is categorical cross-entropy. After parameter tuning, Table 4 describes 
the necessary parameters for DNN model. Default parameters are used for DT, LR, NB, SVM, RF, 
GBDT, LDA, KNN and Adaboost. The learning rate of XGBoost is 0.03, the maximum depth of 
trees is 5, the sampling ratio of attributes is 0.8, and the number of iterations is 100.

eXPeRIMeNTAL ReSULTS ANALySIS

In this section, we compare the proposed model with the base classifiers of three credit datasets, 
compare the different base classifiers combined with the deep neural network, and analyze the influence 
of the layers of the deep neural network on the performance of the model. Finally, we compare the 
proposed model with other reference methods.
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Benchmarking Results
Firstly, the performance of the ten base classifiers described in Section 4 on three credit data sets is 
evaluated, as shown in Table 5. AUC indicates the area under the ROC curve. ACC is the accuracy. 
PREC denotes the precision. And REC indicates the recall. The representations in all the tables 
below are the same, and the bold indicates the best performance. According to the results of Table 
4, XGBoost, SVM, GBDT, LDA and LR can show better performance on three datasets, while the 
performance of DT and NB is relatively poor. The type I error of SVM is relatively higher in the three 
datasets up to 0.71 in the German dataset. This is not a good situation for credit scoring. It means 
that more bad credit applicants will be predicted for good credit, which will cause huge losses to 
financial institutions. In contrast, the performance of the proposed model is significantly better than 
that of the base classifier. Compared with the single performance of the best base classifier, the AUC 
of Australian, German and Japanese increased by 2.7%, 8.6% and 1.6%, respectively, while the Type 
I error decreased by 23.6%, 9.5%, and 54.2%, respectively.

Performance Comparisons of different Base Classifiers Combined with dNN
In order to validate the effect of our model and the effect of combining the deep neural network, we 
compare the ten base classifiers described in Section 4 with DNN respectively. The experimental 
results of combining different base classifiers with DNN on three datasets are shown in Table 6. The 
experimental results show that the performance of the model combined with DNN is significantly 
improved compared with the previous single classifier. On the Australian dataset, the AUC of 
DNN+KNN model is as high as 0.9601, and the accuracy is about 4% higher than before. Type I error 
and type II error of DNN+NB model also decreased. In contrast, the proposed DNN+XGBoost model 
performs better, with 0.9653 AUC reaching the highest value and 0.9343 accuracy being the only one 
that achieves more than 90%. And the type I error and type II error are the smallest in all the models.

In the German dataset, the accuracy of Adaboost and XGBoost models combined with DNN 
can reach more than 80%. The DNN+LR model has the lowest type II error. The proposed model 
performs best in all experiments, with 0.8858 F score and 0.8564 AUC.

In the Japanese dataset, the accuracy of DNN+KNN model and DNN+Adaboost model has not 
been significantly improved, but compared with the previous base classifier, it has not decreased. 
This may be due to the missing data in Japanese dataset,

which does not improve the performance of the model in processing missing data. The AUC 
and accuracy of the proposed model are relatively higher. The type I error is as low as 3.95%, but 
the type II error is relatively higher. Compared with type II error, the lower type I error has less loss 
for financial institutions.

Table 4. The necessary parameters for DNN model

Model used Parameter value

Activation function (Input) ReLU

Activation function (Output) Softmax

The loss function Categorical cross-entropy

Optimizer Rmsprop

Number of iterations 500

Batch_size 30
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The Influence of the Hidden Layer of dNN on the Model
We analyze the influence of the number of hidden layers on the performance of the proposed model. 
Figure 3 illustrates the influence of the number of different DNN hidden layers on the performance 

Table 5. Results of three datasets in different base classifiers

Dataset Models AUC ACC PREC REC Type I error Type II error F-score

Australian DT 0.8183 0.8205 0.8067 0.7982 0.1615 0.2018 0.7995

LR 0.9268 0.8581 0.8112 0.9024 0.1771 0.0976 0.8514

NB 0.8988 0.7896 0.8528 0.6341 0.0861 0.3659 0.7228

SVM 0.9288 0.8552 0.7890 0.9248 0.2007 0.0752 0.8507

RF 0.9221 0.8549 0.8634 0.8008 0.1018 0.1992 0.8296

LDA 0.9342 0.8610 0.7988 0.9219 0.1879 0.0781 0.8554

KNN 0.9141 0.8492 0.8436 0.8180 0.1252 0.1820 0.8270

GBDT 0.9250 0.8582 0.8391 0.8472 0.1332 0.1528 0.8414

Adaboost 0.9339 0.8547 0.7915 0.9247 0.2017 0.0753 0.8514

XGBoost 0.9393 0.8667 0.8465 0.8602 0.1281 0.1398 0.8519

DNN-XGBoost 0.9653 0.9343 0.9194 0.9344 0.0658 0.0656 0.9268

German DT 0.6329 0.6860 0.7810 0.7657 0.5000 0.2343 0.7725

LR 0.7808 0.7560 0.7884 0.8914 0.5600 0.1086 0.8363

NB 0.7615 0.7300 0.8252 0.7800 0.3867 0.2200 0.8009

SVM 0.7885 0.7440 0.7547 0.9400 0.7133 0.0600 0.8372

RF 0.7569 0.7320 0.7953 0.8329 0.5033 0.1671 0.8126

LDA 0.7811 0.7590 0.7974 0.8814 0.5267 0.1186 0.8366

KNN 0.7482 0.7430 0.7903 0.8629 0.5367 0.1371 0.8246

GBDT 0.7853 0.7760 0.8131 0.8857 0.4800 0.1142 0.8468

Adaboost 0.7410 0.7170 0.7410 0.9171 0.7500 0.0829 0.8193

XGBoost 0.7872 0.7500 0.7732 0.9114 0.6267 0.0886 0.8364

DNN-XGBoost 0.8564 0.8350 0.8591 0.9143 0.3500 0.0857 0.8858

Japanese DT 0.8026 0.8056 0.7866 0.7749 0.1698 0.2251 0.7796

LR 0.9166 0.8568 0.8054 0.8961 0.1748 0.1039 0.8480

NB 0.8827 0.7884 0.8632 0.6314 0.0863 0.3686 0.7228

SVM 0.9267 0.8553 0.7920 0.9250 0.2007 0.0749 0.8514

RF 0.9153 0.8579 0.8573 0.8173 0.1096 0.1827 0.8358

LDA 0.9216 0.8538 0.7861 0.9255 0.2037 0.0745 0.8490

KNN 0.9101 0.8609 0.8387 0.8539 0.1334 0.1461 0.8441

GBDT 0.9405 0.8696 0.8522 0.8602 0.1228 0.1398 0.8545

Adaboost 0.9317 0.8536 0.7851 0.9282 0.2064 0.0718 0.8495

XGBoost 0.9415 0.8681 0.8387 0.8729 0.1359 0.1271 0.8548

DNN-XGBoost 0.9566 0.8978 0.9434 0.8197 0.0395 0.1803 0.8772
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of the model in three datasets respectively. For the Australian dataset, when the number of hidden 
layers is 3 or 6, the performance of the model is better. However, the performance of the number 
of the hidden layer below 3 decreases obviously. The rates of type I and type II error with 3 hidden 
layers are 0.0658 and 0.0656, respectively, the AUC is 0.9653 and the accuracy is 0.9343. When the 
number of hidden layers is 6, the model achieves the AUC with 0.9592, the accuracy with 0.9270, 
the F score with 0.9167, 0.0526 type I error and 0.0984 type II error. But more hidden layers mean 
more time costs. Similarly, on German and Japanese datasets, the performance of hiding layers with 
3 is better than that of higher layers, and type I error is the lowest. Except for the obvious difference 
of type I error, the fluctuation range of other metrics is small. In conclusion, when the number of 
hidden layers is 3, the performance of the proposed model performs well.

(a)  Australian
(b)  German
(c)  Japanese

Comparison with other Reference Methods
Table 7 shows the comparison of the proposed DNN-XGBoost model with other reference methods, 
i.e. EBCA-three-stage ensemble model by He et al. (2018), heterogeneous ensemble model based on 
Bstacking by Xia, Liu, Da, and Xie (2018), CF-GA-Ens by Zhang et al. (2018) and XGBoost-TPE 
model by Xia et al. (2017). The results show that the proposed model in this paper outperforms other 
models by using the same datasets and the same performance measures.

CoNCLUSIoN

In this study, we present an ensemble model with a combination of XGBoost and deep neural network 
for credit scoring. As the following steps show, we previously separate the original data into training 
set and testing set, and use bagging sampling method to break the training set into several subsets, 
then extract features by performing DNN and take them as the input of XGBoost to form base 
classifiers. Based on the constructed classifiers, the label prediction of testing set can be acquired by 
calculating the probability average of its output. Comparative experiments acted on the three UCI 

Figure 3. Influence of the number of hidden layers on the model
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datasets proved that the proposed method behaves better both in precision and efficiency. We also 
consider the influence of hidden layers of deep neural network on the performance of the model in 
this paper. For a dataset in small sample size, the experiments show that the performance of the model 
is the best when the number of hidden layers is 3.

Future work will focus on bring up an adaptive model for unbalanced datasets on the basis of this 
paper and determining the optimal number of ensemble models and the best choice of base classifiers. 
Studying different pre-processing techniques such as anomaly detection, more efficient missing value 

Table 6. Different base classifiers combined with DNN in three datasets

Dataset Models AUC ACC PREC REC Type I error Type II error F-score

Australian DNN-DT 0.9204 0.8686 0.8772 0.8197 0.0921 0.1803 0.8475

DNN-LR 0.9340 0.8686 0.8525 0.8525 0.1184 0.1475 0.8525

DNN-NB 0.9116 0.8394 0.898 0.7213 0.0658 0.2787 0.8000

DNN-SVM 0.9299 0.8613 0.8182 0.8852 0.1579 0.1148 0.8504

DNN-RF 0.9461 0.8905 0.8594 0.9016 0.1184 0.0984 0.8800

DNN-LDA 0.9474 0.8759 0.8929 0.8197 0.0789 0.1803 0.8547

DNN-KNN 0.9601 0.8832 0.8358 0.9180 0.1447 0.0820 0.8750

DNN-GBDT 0.9290 0.8759 0.8793 0.8361 0.0921 0.1639 0.8571

DNN-Adaboost 0.9446 0.8686 0.8028 0.9344 0.1842 0.0656 0.8636

DNN-XGBoost 0.9653 0.9343 0.9194 0.9344 0.0658 0.0656 0.9268

German DNN-DT 0.7385 0.7350 0.7605 0.9071 0.6667 0.0929 0.8274

DNN-LR 0.8043 0.7750 0.7746 0.9571 0.6500 0.0429 0.8562

DNN-NB 0.7890 0.7850 0.7870 0.9500 0.6000 0.0500 0.8608

DNN-SVM 0.8040 0.7500 0.7778 0.9000 0.6000 0.1000 0.8397

DNN-RF 0.8136 0.7650 0.7853 0.9143 0.5833 0.0857 0.8449

DNN-LDA 0.8289 0.7950 0.8037 0.9357 0.5333 0.0643 0.8647

DNN-KNN 0.7899 0.7800 0.8038 0.9071 0.5167 0.0929 0.8523

DNN-GBDT 0.8186 0.7900 0.8182 0.9000 0.4667 0.1000 0.8571

DNN-Adaboost 0.7936 0.8050 0.8258 0.9143 0.4500 0.0857 0.8678

DNN-XGBoost 0.8564 0.8350 0.8591 0.9143 0.3500 0.0857 0.8858

Japanese DNN-DT 0.8852 0.8613 0.8281 0.8689 0.1447 0.1311 0.8480

DNN-LR 0.9258 0.8613 0.8500 0.8361 0.1184 0.1639 0.8430

DNN-NB 0.9044 0.8321 0.8800 0.7213 0.0789 0.2787 0.7928

DNN-SVM 0.9394 0.8686 0.8772 0.8197 0.0921 0.1803 0.8475

DNN-RF 0.9421 0.8905 0.8833 0.8689 0.0921 0.1311 0.8760

DNN-LDA 0.9258 0.8686 0.8772 0.8197 0.0921 0.1803 0.8475

DNN-KNN 0.9185 0.8759 0.8548 0.8689 0.1184 0.1311 0.8618

DNN-GBDT 0.9474 0.8905 0.8966 0.8525 0.0789 0.1475 0.8739

DNN-Adaboost 0.9197 0.8686 0.8525 0.8525 0.1184 0.1475 0.8525

DNN-XGBoost 0.9566 0.8978 0.9434 0.8197 0.0395 0.1803 0.8772
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processing is also one of the future research directions. In addition, we will try to extend the model 
to deal with multi-classification problems.
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Table 7. Comparison of the proposed model with other reference methods

Models
Australian German Japanese

Accuracy AUC Accuracy AUC Accuracy AUC

EBCA-Three-stage model / 0.9340 / 0.8002 / 0.9306

Bstacking Heterogeneous Ensemble Model 0.8629 0.9273 0.7832 0.7997 / /

CF-GA-Ens 0.8761 0.9337 0.7725 0.8034 0.8746 0.9418

XGBoost-TPE 0.8792 / 0.7734 / / /

Proposed DNN-XGBoost Model 0.9343 0.9653 0.8350 0.8564 0.8978 0.9566
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