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ABSTRACT

Diabetes is a widely spread disease globally. This issue is a matter of great concern, and the disease 
is spreading at an alarming rate across the country. We can analyse, visualize the data appropriately, 
and forecast the chances of having diabetes for a person with the highest level of accuracy and 
exactness. This indefatigable investigation and paper aims to analyze, compare different neural 
networks, machine learning algorithms, and classifiers that can predict the probability of disease in 
patients. The results obtained from the proposed methods are assessed using recollection techniques 
and making assessments based on exactness of the outputs, which are tested for a number of cases 
consisting of correct forecasts and wrong forecasts. A thorough study is done on diabetes dataset, and 
experiments have been carried out using neural networks and several different classifiers.
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INTRODUCTION

Diabetes is regarded as a very baleful and constantly recurring disease among a set of health-related 
problems. That is also referred to as ‘Diabetes Mellitus, and it is considered one of the foremost 
reasons for deaths in India. The disease is constantly recurring and occurs when the pancreas does not 
create sufficient insulin levels. (World Health Organization, 2003) It is also happening in the situation 
when the affected person is incapable of utilizing the produced insulin. The regulatory function of 
insulin is to maintain a suitable blood sugar level. The increased sugar level in a person’s blood is 
generally visible and could affect the nervous system and blood cells. Diabetes can also cause other 
diseases such as blindness, kidney failure, jolting, and cardiovascular disease. Recent research has 
revealed that approximately 98 million persons might be affected by diabetes in India by 2030 (Weir. 
& Bonner-Weir, 2004). Hence, there is a need to diagnose and prevent the disease at an early stage.

Diabetes is categorized as Type-1, Type-2, and Gestational diabetes
Type-1 of the disease (diabetes): Type-1 or ‘Juvenile category of diabetes’ is found when the 

person’s body is incapable of generating a proper insulin level. Since the person suffering from this 
disease category has a dependency on insulin, it is advised that the person have an insulin intake, 
which is artificially available (Lee et al., 2011).
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Type-2 of the disease (diabetes): Type 2 and impacts insulin use by the body cells. Although 
the generation of insulin is satisfactory, the cells cannot respond and adequately use insulin. Most 
diabetes cases are of the type-2 category (Jayanthi & Babu, 2017).

Gestational category of the disease (diabetes): This disease category is found in females during 
pregnancy as the body reflects a lower degree of sensitivity to insulin. This disease category is not 
found in every female and is generally resolved after the delivery.

In this paper, the authors propose a machine learning-based scheme to analyze sample data sets 
of PIMA to classify the data and forecast the presence or absence of diabetes (Soofi, 2017; Patel, 
2017)). The emphasis is to assess the outputs of classification-based frameworks and forecast the 
chances of occurrence of diabetes in a person with the highest level of accuracy (WHO, 2011; WHO, 
2016). Here authors have implemented nine different classification models: AdaBoost Classifier, 
Logistic Regression, GaussianNB, Bagging Classifier, Decision Tree Classifier, k-NN Classifier, 
Voting Classifier, Random Forest Classifier, Gradient Boosting Classifier to perfectly examine the 
dataset (Greenwood et al., 2015).

The architecture of the proposed approach is shown in Figure-1 entitled ‘Diabetic data pre-
processing’.

BACKGROUND

Although numerous machine-learning algorithms are used in this research, several representations 
and forms capable of forecasting a category of diabetes are evaluated for their exactness. The selected 
algorithms with the highest level of accuracy are discussed, and their results are compared (Perveen 
et al., 2019). Currently, designing monitoring models for actual data of patients is getting attraction, 
and many models are available for use in the health monitoring system (Chauhan et al., 2019).

Further, there is a great need for the online availability of these models. However, a robust design 
of such a model, a GSM and IoT based structure, is described in (Chauhan et al., 2019). Moreover, the 
role of controlling glucose levels that help to prevent complications in diabetes is handled in (Vehí et 
al., 2019); the risks are described, and the application of machine learning models is provided. The 
application includes an ANN (Artificial Neural Network), SVM & data mining techniques. Jakka & 
Rani (2019) describe the prediction role of SVM, Random forest and Decision tree classifier.

Figure 1. Diabetic data pre-processing



International Journal of Reliable and Quality E-Healthcare
Volume 11 • Issue 1

3

Besides, as the health monitoring system relies on newer technologies, a comparison of machine 
learning algorithms in the prediction of diabetes is dealt in (Gupta & Gill, 2020). This scheme uses 
algorithms like RF, SVM, LDA etc. The use of machine learning techniques and classification 
tasks are also described in (Subhash & Kumar, 2019), while the methods are compared for their 
performance. Finally, Yildirim et al. (2019) use a technique based on data mining and machine 
learning for diabetes prediction.

Using ECG data and cardiac rate information based on deep learning methods is described in 
(Ignatius et al., 2019), while Greenwood et al. (2015) address the benefits of health monitoring systems 
(Greenwood et al., 2015). Classification techniques based on machine learning algorithms for diabetes 
prediction are employed in Kumari et al. (2020). A method for classification of the disease is given 
in the paper, while a comparative analysis of the accuracy of these methods is provided.

Visualization
For the above-given data to fit best in the underlined algorithms, it is helpful to visualize the data 
before applying any machine learning tool. Thereby principal component analysis (PCA) is used to 

Figure 2. Diabetic patient’s dataset visualization. Redpoint - diabetic patients’ Blue points -non-diabetic patients

Figure 3. Diabetic data Co-relation
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reduce the eight-dimension verse into three dimensions. Moreover, some clusters can be viewed in 
Figure-2, while exceptional points for diabetic and non-diabetic patients can also be found.

Overall, clustering algorithms may find a hard way to fit the data correctly and predict the best 
outcome, while an artificial neural network (ANN) can identify the patient’s nature. Random-forest 
and Decision trees might be practical tools to classify the sequential data (for instance, only females 
can be diagnosed with Gestational diabetes). Such problems might go unrealized while solely working 
on ANN.

METHODOLOGY

The proposed approach comprises of different steps. Step 1 is data loading; in this step, we load the 
dataset into Jupyter Lab for manipulation (Bai et al., 2019). In the next step, we clean the dataset not 
to contain any missing or null values; then, we perform exploratory data analysis (Srivastava et al., 
2018; Raspberry, 2018).

Next, we compute a correlation matrix between the data features. Our correlation matrix is 
shown in Figure-4. Taking insights from the correlation matrix, we drop the low correlation factor 
with the class label (Wang et al., 2018). We then randomly split this pre-processed data into two sets; 
training sets and testing sets using 80% records in the training set (Pima Indians Diabetes Database); 
(Aljumah, 2013). Finally, we apply different machine learning algorithms to understand the data 
patterns and trends in the diabetes dataset and train the model to make a prediction. Later, we make 
predictions based on the testing dataset and calculate our machine learning model (Aljumah, 2013).

THE PROPOSED MODEL

The proposed model comprises an Artificial Neural Network consisting of five layers; before inputting 
the data, we have added some polynomial features to increase the accuracy and fit the given data (a 
problem of overfitting has been considered and taken care of. Normalization and scaling of data were 
done at this stage (Bai et al., 2019; Capobianco, 2017). A different dropout approach of the neural 

Figure 4. Diabetic data Co-relation Heatmap
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network was added with the decrease in probability as we move further into the subsequent layers. 
The model was allowed to learn from 150 epochs using Adam optimizer.

Performance
The model’s performance was evaluated using matrices such as recall, accuracy, precision and F1-
score (Lomte et al., 2019). A confusion matrix was used to assess the machine learning algorithms 
(Zecchin et al., 2012; Lekha. & Suchetha, 2017). It used the following scores or metrics. Finally, the 
accuracy scored by the machine learning algorithms is summarized in Table-2.

A1 metric was used for representing total cases that are genuinely positive, B1 metric for actual 
negative points, C1 metric for false-positive cases, and D1 for false-negative patients. The scores or 
indices were computed using the following metrics:
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The Dataset and Environment

The National Institute of Diabetes collected the PIMA diabetes dataset to study whether a patient has 
diabetes based on nine features. The dataset includes 2676 patients but has various limitations. All 
the features of the PIMA dataset, along with their representation, are listed in Table. The diabetes 
data correlation with eight features are shown in Figure-3

The dataset was split into an 80:20 ratio to form the training and testing—test models like 
Adaboost Classifier. Logistic Regression, GaussionNB, Bagging Classifier, Decision Tree Classifier, 
K Neighbor classifier, Voting classifier, Random Forest Classifier & Gradient Boosting Classifier 
(Lomte et al., 2019; Orabi et al., 2016) were used.
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RESULTS AND ANALYSIS

The machine learning models of AdaBoost Classifier, Logistic Regression, GaussianNB, Bagging 
Classifier, Decision Tree Classifier, k-NN Classifier, Voting Classifier, Random forest Classifier, 
Gradient Boosting Classifier, trained on the diabetes database, evaluated the efficiency of our 
classification models on recall precision and accuracy. The authors predicted the model using the test 
set, and the predicted labels were compared with the actual labels. We found that the neural network 
performed the best and achieved the highest accuracy of 94.8 per cent. The Decision Tree Classifier 
also performed well and reached an accuracy of 91.8%. The Bagging Classifier followed with an 
accuracy of 89.6%. The GaussianNB classifier performed the worst, with an accuracy of just 74.5%. 
Figure-5 represents the accuracy score achieved by various machine learning algorithms.

The loss was lowest in the Neural Net, Random Forest Classifier, and Decision Tree Classifier 
compared to other classification models (Perveen et al., 2018; Kavakiotis et al., 2017).

Table1. Diabetic Data Attributes

S. No Attribute Representation

1 No of time pregnant Discrete type of data (int 64)

2 Plasma glucose Discrete type of data (int 64)

3 BP(mm Hg) Discrete type of data (int 64)

4 Skin Thickness Discrete type of data (int 64)

5 Insulin mu U/ml Discrete type of data (int 64)

6 Body mass index(Weight/Height)(kg/M2) Continuous type of data (int 64)

7 Diabetes Pedigree Function Continuous type of data (int 64)

8 Age Discrete type of data (int 64)

9 Class Discrete type of data (int 64)

Figure 5. Set of classifiers with accuracy
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A comparative study was also conducted on all these classification algorithms using the diabetes 
dataset. The results showed that the Neural Network, Random Forest Classifier & Decision Tree 
Classifier are the best performing classification models. Both Random Forest Classifier and Neural 
Network had a precision score of 1.0 and a recall score of 1.0. Moreover, they were able to classify 
371 actual cases of diabetes as positive, and 182 cases of non-diabetic as unfavourable, and one record 
were classified as false positive out of a total of 554 records in the test set. As a result, the Random 
Forest Classifier and Neural Net can make accurate predictions and classifications.

CONCLUSION & FUTURE WORK

Diabetes has become a dreadful disease that can be developed at any age and irrespective of gender. 
Its presence in the human body needs to be detected as soon as possible to prevent life threat. In this 
paper, a well-structured and organized study is done on various machine learning algorithms and 
classifiers, and a detailed comparison is made amongst them. The achieved results show that Neural 
Network’s performance was best with the highest accuracy of 94% and with the least Misclassification 
rate (3.2%) in estimation to more algorithms.

However, the same method might be implemented on other diseases and larger samples, as only 
a small size of the dataset (2667 instances) was considered. Larger datasets will immensely help the 
scope of disease prediction and provide the much needed early detection and diagnosis. That way, they 
might timely help to keep health issues under control and find a way to eliminate them in the future.

Table2. Comparison of algorithms with accuracy

Serial No Machine Learning & Deep Learning 
Algorithms

Accuracy (%)

1 AdaBoost Classifier 79.6

2 Logistic Regression 77.26

3 GaussianNB 74.5

4 Bagging Classifier 89.6

5 Decision Tree Classifier 91.8

6 k-NN Classifier 84.3

7 Voting Classifier 85.56

8 Random Forest Classifier 94.8

9 Gradient Boosting Classifier 87.91

10 Neural Network 94.8
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