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ABSTRACT

Public organisations increasingly rely on machine learning algorithms in performing many of their 
core activities. It is therefore important to consider how algorithms are transforming the public sector. 
This article aims to clarify this by assessing algorithms from a public value perspective. Based on a 
discussion of the literature, it is demonstrated that algorithms are generally expected to strengthen 
organisational performance on a first cluster of values related to the ability to be effective and efficient 
(sigma values). At the same time, the use of algorithms is linked to negatively affect a second cluster 
of values that involves fairness and transparency (theta values). In the current academic debate, little 
attention is given to an important third cluster of values: the ability of organisations to be adaptive and 
robust (lambda values). This discussion highlights that algorithms invoke public value opportunities, 
but also public value risks and trade-offs. This article therefore presents five principles for managing 
algorithms from a public value perspective.
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Introduction

The literature on the use of algorithms within the public sector is dense. The use of algorithms 
is described to improve governance effectiveness and efficiency (Wirtz et al., 2019; Meijer & 
Grimmelikhuijsen, 2020), to reshape accountability relations and alter how transparency is provided 
(Peeters, 2020; Giest & Grimmelikhuijsen, 2020), to transform public organisational structures 
(Lorenz et al., 2020), and to change how street-level decisions are made (Young et al., 2019; Busuioc, 
2020). Moreover, algorithms impact all organisational levels; they require choices at the managerial 
level, as do they affect the work of frontline professionals (Lorenz et al., 2020; Meijer et al., 2021; 
Bullock et al., 2020).

Authors examining the implementation of algorithms repeatably, but not always explicitly, 
consider how algorithms are used to build or erode public values. This makes sense, public values are: 
“citizens collective expectations in respect to government and public services” (Moore, 1995). They 
are the most important units to assess the performance of public organisations because these values 
are what constitutes their legitimacy (Jørgensen & Bozeman, 2007). The analysis of a new public 
policy instrument, such algorithms, therefore always involves illustrating how they affect the creation 
public values. A direct discussion on how algorithms influence public value creation – a concept that 
is employed in this article to describe the grand total of all public values that are created by a public 
organisation or government – is however missing. This is the objective of this article. Using Hood’s 
(1999) classical framework of three public value clusters, this article makes explicit how algorithms 
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impact the ability of governments and public organisations to create public value. Building off this 
discussion, which shows that algorithms generate public value trade-offs, guidance is provided on how 
to manage these dilemmas. In doing so, this article’s contribution to our academic knowledge about 
algorithms in the public sector is threefold: (1) it present public value as an umbrella for discussing 
the impact of algorithms on the public sector performance, (2) it describes how the development and 
use of algorithms in the public sector affects the creation of three different types of public values, 
and (3) it establishes principles to provide guidance for managing algorithms to create public value.

The information in this paper about the management of algorithms in the public sector is also 
relevant for practitioners. Algorithms fundamentally change the role that public managers play in the 
policy and decision making process (Van der Voort et al., 2019). Policy makers are however unprepared 
for the challenges they face when working with algorithms (Agarwal, 2018). The insights presented 
in this article can therefore support practitioners in performing this new role.

Defining Public sector Algorithms

To understand the importance of discussing how algorithms impact the creation of public value, it is 
crucial to understand how these technologies differ from previous digital innovations in the public 
sector. After all, the use of digital tools in the public sector is not a modern invention (Kitchin, 
2017). The first wave of digitalisation of governance practices, beginning roughly at the start of this 
century, was focused on standardizing simple decision making procedures (Bovens & Zouridis 2002; 
Margetts & Dunleavy, 2013). ICT systems and artificial intelligence in these days were used to solve 
problems that could easily be quantified and represented in formal rules and repetitive tasks (Buffat, 
2015; Goodfellow et al., 2016). Recent advances in artificial intelligence enabled algorithms to infer 
on increasingly difficult tasks, problems that need to be solved intuitively like recognizing spoken 
words or faces in images (Meijer & Grimmelikhuijsen, 2020; Goodfellow et al., 2016; LeCun et al., 
2015). Public organisations are increasingly relying on artificial intelligence tools to perform these 
kind of complex tasks. Algorithms are for example being used in the development of climate policies 
(Valle-Cruz et al. (2019), urban planning (Ibrahim et al., 2020), policing (Meijer & Wessels, 2019), the 
detection of fraud (Zouridis et al., 2020) and a whole range of other policy domain (comprehensive 
overviews can be found in Valle-Cruz et al. (2019) and Engin & Treleaven (2019). This new wave 
of digitalisation, with artificial intelligence and algorithms at its core, implies a fundamental shift in 
how public organisations function and the role of public managers have in the decision- and policy-
making process (Van der Voort et al., 2019; Meijer & Grimmelikhuijsen, 2020; Buffat, 2015; Bullock, 
2019; Peeters, 2020).

In this paper, we explicitly focus on the technology that is enabling this kind of artificial 
intelligence: machine learning algorithms. Machine learning approaches autonomously learn and 
update sets of mathematical rules and procedures from historical data to calculate a particular 
probabilistic prediction of a real world outcome on new input data (LeCun et al., 2015, p. 436; 
Busuioc, 2020). The learning procedure of machine learning algorithms can formally be defined as: 
“A computer program is said to learn from experience E with respect to some class of tasks T and 
performance measure P, if its performance at tasks in T, as measured by P, improves with experience 
E” (Mitchell, 1997). However, while algorithms are ‘self-learning’ they are not ‘self-built’. The 
development and use of algorithms, especially in a public context, is at all stages influenced by 
human decision making. Humans decide what task T is, how experience E is generated and determine 
how performance P is evaluated (Boyd, & Crawford, 2012; Diakopoulos, 2014). These choices are 
influenced by financial, political, legal and institutional pressures (Kitchin, 2014, p. 185). As a result, 
depending on the choices, preferences, and goals of the developers and policy makers, two algorithms 
that are designed to perform the same task can vary widely in their outcomes (Shepperd et al., 2014). 
This leads Kraemer et al., (2011) to conclude that algorithms are not neutral but value laden.
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Furthermore, in most cases algorithms are not making decisions autonomously – they are not 
autonomous agents. Rather, algorithms are used as an instrument to inform, assist and enhance human 
decision makers (Buffat, 2015; Chen et al., 2019, Peeters & Widlak, 2018; Busuioc, 2020). Policy 
makers base their decisions on all kind of information, such as experience, expert opinions and the 
political climate in which they operate (Kitchin, 2014). Algorithms are an additional instrument in 
this elaborate decision making toolbox. However, humans do not process information rationally. 
They are subject to a bounded rationality and cognitive biases (Simon, 1947; Kahneman, 2011; 
Battaglio et al., 2019). The use of algorithms may therefore lead to the introduction of automation 
bias in public decision-making processes (Busuioc, 2020). Automation bias refers to the mechanism 
that decision makers have the tendency to display an overreliance in the validity and rationality of 
automated predictions (Lyell & Coiera, 2017). Automated decision systems might therefore not 
reduce decision making errors, but only lead to the emergence of different types of errors (Skitka & 
Mosier, 1999). Furthermore, algorithms have a political dimension. Substantiating a decision using 
an algorithm can be beneficial because they are perceived to produce objective facts; numbers, 
probabilities and statistics and therefore provide strong arguments to substantiate a political preference 
(Meijer & Thaens, 2018; Boyd & Crawford, 2012). The human-machine interaction – the interaction 
between the decision maker and the algorithm – is therefore one of the most important determinants 
of the impact algorithms have on the creation and enforcement of public policies (Young et al., 
2019; Bullock, 2019). These interactions are influenced by the design of the algorithm itself, but 
also by psychological processes and organisational practices (Binns, 2020; Peeters, 2020; Meijer & 
Grimmelikhuijsen, 2020; Meijer et al., 2021).

To summarize, the development of and outcomes produced by machine learning algorithms 
in the public sector are part of a complex decision making process (Diakopoulos, 2014, Kitchin, 
2017). Because of their ability to self-learn and solve increasingly complex tasks, machine learning 
approaches have unique – distinct and divergent from other digital innovations in the public sector - 
characteristics in how they alter public organisational functioning and public decision making (Buffat, 
2015; Lorenz et al., 2021; Busuioc, 2020). Reviewing how algorithms affect public decision-making 
processes is therefore important. Central in this discussion should be the notion that the core task of 
governments is to create public value (Jørgensen & Bozeman, 2007; Bozeman, 2012, pp. 175-177).

The impact of algorithms on public value creation

The importance of investigating the capacity of governments and public organisations to create 
public values, builds on the notion that citizens have “inalienable rights” that government cannot 
violate (Bozeman, 2007, p. 177). The combination of these rights is what constitutes public value 
(Bozeman, 2012, p. 13). Citizens however do not have a uniform, collective expectation of the public 
sector. Public organisations should therefore not serve specific goals, but society as a whole (Moore, 
1995). To create public value they need to “create or contribute the common good and to the public 
interest” (Jørgensen & Bozeman, 2007, p. 361).

Positioning public value vis-à-vis private and ethical values helps to clarify the significance of 
this concept for governance practices. Private values are created through transactions that produce 
economic benefits and can be assessed through efficiency and effectiveness (Harrison et al., 2012). 
Evaluating the public value organisations create requires complementary measures: not only 
effectiveness and efficiency matters but also fairness, accountability, being unbiased, transparency, 
social inclusivity, and paying attention to individual well-being (Twizeyimana & Andersson, 2019; 
Harrison, et al., 2012). These are ethical considerations, they are concerned with what is right or 
wrong (Bannister & Connoly, 2014). A discussion of public value however goes beyond right or wrong 
thinking; public value takes more practical principles as a starting point. For example, transparency 
and accountability are needed to prevent unethical behaviour such as corruption, but also to regulate, 
coordinate and control public organisations (Da Cruz et al., 2016; Schillemans, 2016). When public 
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value is not created this has negative effects that go beyond the fact that it is morally wrong. In that 
case we speak of a public value failure, which can lead to a decrease in functioning and legitimacy 
of the public organisation (Jørgensen & Bozeman, 2007; Bozeman, 2012, p. 12). Creating public 
value is thus essential for public organisations, and it entails balancing both private and ethical values.

In this paper, the discussion of the impact of algorithms on public value will be guided by 
the three clusters of administrative values outlined by Hood (1991). Sigma-type values refer to 
organisations attempting to be efficient and effective. Pursuing this type of values requires to have 
a lean organisation and to accomplish goals using as little resources as possible. Theta-type values 
describe organisations principles of being honest and fair. This is accomplished by preventing 
distortion, inequity, bias, and abuse of office. Finally, lambda-type values refer to the reliability and 
robustness of governance practices. These are strengthened when organisations prepare for crisis 
situations, have back-up systems, diversify their operations, and acquire more capacity and resources 
than strictly necessary. Public organisations should not strive to create only one of these values. Only 
when all three types of values are cherished and a surplus arises when weighing values against each 
other, public value is created.

In the next sections of this article, the impact that machine learning algorithms as a policy 
instrument have on the creation of these three values is discussed. Next, guidance is provided for 
how public managers can device a public value surplus when adopting and implementing algorithms.

Sigma Values
Sigma values allude to principles of efficiency and effectiveness. These are the values that are 
regularly used to promote e-government applications (Maciejewski, 2017; Wirtz et al., 2019; Meijer 
& Grimmelikhuijsen, 2020). Modern algorithms are able to complete increasingly complex tasks 
and are in some instances even approaching or exceeding human performance (Domingos. 2012; 
Goodfellow et al., 2016). Algorithms analyze data much faster than humans and in this data detect 
otherwise undiscovered patterns. Furthermore, they constantly learn and update their rules and 
procedures (Young et al., 2019; Peeters; 2020). This creates opportunity for a whole array of policy 
domains to become partially automized, e.g. reviewing immigration applications, service delivery and 
surveillance (Chun 2007; Zheng, et al., 2018; Power, 2016). Furthermore, when proven effective an 
algorithm can cheaply be applied on many cases at the same time to substantially stimulate governance 
efficiency (O’Neill, 2016, p. 42).

Algorithms at the same time threaten the effectiveness and efficiency of public sector 
organizations. Civil servants can become overconfident in the results produced by an algorithm and 
disregard other important decision instruments such as local knowledge, experience and common sense 
(O’Neill, 2016; Fry, 2018; Bolander, 2020). In addition, new algorithmic outputs can also be used 
as merely an instrument to pursue pre-defined (political) goals (Van der Voort et al., 2019). Finally, 
while an algorithm can be effective in theory, it is hard to establish the effects and effectiveness of 
an algorithm when it is being used in practice. Algorithms can become a self-fulfilling prophecy: “If 
policy-makers expect ex ante to find more crime among group A than group B, then it is possible that 
they will find this expectation validated ex post, but only because they have spent more time looking 
for crime among members of group A than among members of group B” (Chiao, 2019, p. 128).

In spite of these possible drawbacks, sigma-type values are the reason why many public sector 
organizations feel that they need to explore the potential of algorithms.. Algorithms can exceed human 
performance to make decision making more effective and can efficiently do this on many cases at 
the same time (Bullock, 2019).

Theta Values
Theta values comprise of values such as fairness, transparency and accountability (Hood, 1991). 
The biggest critiques on the use of algorithms by public organisations focusses on violations of 
these type of values. Algorithms are linked to increase unfair outcomes and to introduce biases in 
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the decision making process (O’Neill, 2016; Mittelstadt et al., 2016; Crawford & Schultz, 2014). 
For example, algorithms used to predict the risk of reoffending have been proven to be almost twice 
as likely to mistakenly flag black than white defendants (Crawford & Calo, 2016). These issues are 
mostly caused by the fact that the underlying data the algorithms are trained on already contain these 
biases. Machine learning algorithms will learn and reinforce these existing structure – a problem 
that is especially problematic because of the above outlined abilities of algorithms to become a self-
fulfilling prophecy and to be highly scalable (Willis et al., 2007; Ferguson, 2012; Diakopoulos 2014; 
O’Neil, 2016; Andrews, 2019).

Underlying all these elements is one main challenge; algorithms are in many instances not 
transparent. This lack of transparency makes it difficult to distinguish whether an algorithm is 
producing fair and accurate results or is actually discriminatory. In the current literature there are 
mainly three causes presented for this lack of transparency: internal, external and process opacity. 
External opacity means that many algorithms do not reveal their internal mechanisms. A key reason 
for external opacity is intellectual property protection but even when an algorithm is open-source, it 
is externally opaque for a majority of people since only a small part of the population can understand 
an algorithm’s functioning by looking at the code (Lepri, et al., 2018). Yet, even when input data and 
the internal mechanisms are disclosed and reviewed by experts, algorithms can be non-transparent due 
to internal opacity (Oswald, 2018). Algorithms learn how to perform tasks by themselves, but what 
they learn and how they function is often not interpretable for humans (Guidotti, et al., 2018). Internal 
opacity refers to this fact that algorithms will always contain a “degree of unavoidable complexity 
when solving complex tasks” (Burrell, 2016, p. 5). In addition to these two technology-related forms 
of opacity, process opacity means that is unclear how exactly algorithms are used by policy makers 
(Saunders et al., 2016). Even when an algorithm is working very well, if it is used incorrectly it can 
still produce unfair outcomes. Because of their inherent opaqueness, public decision makers are unable 
to control algorithmic outcomes (Peeters, 2020). This can result in the introduction of new types of 
biases in public decision-making processes (Deley & Dubois, 2020; Busuioc, 2020).

These three types of opacity; external, internal and process, create a situation that makes 
governance less transparent and distorts accountability relations, i.e. it hinders an organisation’s 
ability to create theta-type values. At the same time, it should be noted that algorithms according to 
some are evaluated against unreasonably high standards. Human decision making is also not neutral 
and is also subject to transparency problems and biases (Fry, 2018, pp. 7176, Zerilli et al., 2019b; 
Young et al., 2019). Algorithms analyse all available information and apply the similar rules to similar 
situations (Young et al., 2019; Binns, 2020). From this perspective, if we succeed in developing 
well-functioning and transparent algorithms, these can even make governance more accountable and 
rule out adverse effects of human decision making e.g. prevent regulatory arbitrage, remove human 
bias, and reduce inconsistency in decision-making (Halachmi, & Greiling, 2013; Mittelstadt et al., 
2016; Crawford & Calo, 2016; Wieringa, 2020, Bolander 2020; Chiao, 2019). Doing so, algorithms 
can also become a tool to improve trust in the functioning of public organisations. For example, a 
recent study by Miller and Keiser (2020) demonstrates that minority groups in certain cases regard 
automated policing systems as being more fair than human police officers.

Lambda Values
The advantages of algorithms to sigma-type values and disadvantages to theta-type values are 
extensively described in existing literature. Much less attention is given to how the use of algorithms 
affects values belonging to this third set of lambda-type values. These are the ability of organisations to 
be robust and adaptive. This while algorithms potentially have a big impact on this set of public values.

Algorithms recognize and learn patterns in data that humans are not able to observe (Domingo, 
2012; Lecun et al., 2015). Doing so, they can foresee and predict certain risks long before these are 
observable by humans. For example, algorithms have been used to predict flu-trends based on social 
media data (Achrekar, et al., 2011; Dugas et al., 2013). Despite this ability to predict unforeseen 
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events, algorithms are not predicting the future. They only acquire predictive capacities by detecting 
and learning patterns from historical data and assume these patterns are recurring. Algorithms thus 
by nature only function if patterns repeat. Their predictive capacities diminish in situations where 
this is not the case. In crises that completely alter the status-quo they are bound to fail (O’Neill, 
2016; Binns, 2020).

Furthermore, when tasks are becoming completely automatized this is demanding an extremely 
stable system. However, algorithms, like all software, are at the threat of aging. The older digital 
tools become, their performance reduces, reliability decreases and costs to upkeep rise (Parnas, 
1994). Even the most stable system will therefore require some form of human oversight. However, 
when an automated system is performing a task, people will no-longer be able to maintain the skills 
to perform the task themselves. This can cause large problems when vital tasks are automatized 
and the algorithm fails (Fry, 2018, pp. 133-134). Automation is “most dangerous when it behaves 
in a consistent and reliable manner for most of the time” (Banks et al. 2018b, p. 283, c.f. Zerilli et 
al., 2019a). These factors combined pose serious threat for a breakdown of essential administrative 
functions in a society that is driven by algorithms.

Last, algorithms hinder the adaptive capacity of state functioning. It is widely understood that 
complex public decision making requires flexibility and adaptation. The value of having a certain 
amount of freedom and discretion in decision making is vital for the work of civil servants (Lipsky 
1980, p. 14; Tummers & Bekkers, 2014). Algorithms do not allow for such discretion. The goal of 
computers is to learn general rules from which they cannot divert based on inherent local knowledge 
and discretion (Dominigo, 2012; Binns, 2020).

The effect of algorithms on the creation of lambda-type values is – since machine learning is 
still a relatively new phenomenon in the public sector – generally not constituting an immediate risk. 
However, the above discussion highlights that, when algorithms are becoming a more established 
instrument within public organisations, considering how these technologies affect lambda-type 
values is essential.

Algorithmic Value Trade-Offs
Digital technologies have long been regarded as making public organisations function more efficient 
(Dunleavy, et al., 2006; Margetts & Dunleavy, 2013; Wirtz et al., 2019), improve frontline service 
delivery (Zheng et al., 2018) and making governance more transparent and accountable (Halachmi, & 
Greiling, 2013). The above discussion shows this traditional view on ICT applications needs revision 
with the emerging adoption of machine learning algorithms in the public sector.

The discussion of the literature highlighted that algorithms are often being implemented to make 
governments and public organisations function more efficient and effective, the so-called sigma-type 
values. Simultaneously, they are mostly seen as having a negative impact on theta-type values, they 
produce unfair outcomes, are not transparent and cannot be held accountable. Reality, as always, was 
demonstrated to be more nuanced. Algorithms do not immediately make organisations more efficient, 
but neither does it make them automatically biased and unfair.

Interestingly, the risks that algorithms pose to lambda-type values are relatively little debated 
in the literature. However, with the wider adoption of algorithms these threats to adaptivity and 
robustness of essential state functions are just as important as the other two sets of values. A challenge 
for public organisations is to pay careful attention to these different values as to manage algorithms 
for public value.

Even though it seems desirable to maximize scores on all values, the literature highlights that 
governing in the public sector will require trade-offs between values. This leads to dilemmas for 
public organisations when deciding about the use of algorithms. Questions such as the ones posed 
by O’Neill (2016, p. 95): “[are] we as a society […] willing to sacrifice a bit efficiency in the interest 
of fairness [?]”, and Young et al. (2019, p. 303): “If an AI system is half the cost of the current 
system, but 10% less accurate, is it better?”, are therefore extremely relevant.. It is the task for public 
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managers to find a balance between all public values. Do they prioritize lambda-, theta- or sigma-type 
values? Citizens expect efficiency, transparency and robustness, but it might not always be possible 
to realise all these values at the same time. Managing the adoption and implementation of algorithms 
thus entails balancing these expectations. This management of public expectations is what Bozeman 
(2012, p. 176) refers to as the management of publicness.

Managing the Publicness of algorithms

The discussion in the previous section highlighted that algorithms induce value trade-offs in public 
decision-making processes. Drawing on traditional public administration literature in this section 
guidance is provided to balance these trade-offs by presenting five principles for managing the 
publicness of algorithms. These principles describe the implications of seeing algorithms as a policy 
instrument, emphasize the importance of having multiple critical audiences, express why algorithms 
need to be reliable, demonstrate the importance of empirical evaluation, and describe why the 
publicness of algorithms should collectively be managed with citizens. The goal of these principles 
is to stimulate the development of algorithms that are able to create public value.

Principle 1: Manage Algorithms as Tools in Organizational Practice
Algorithms are not merely a technology: they are a policy instrument that is used by civil servants 
within a complex decision-making process (Kitchin, 2014; Van der Voort et al., 2019; Meijer & 
Grimmelikhuijsen, 2020; Veale, et al., 2018). Drawing on Simon’s (1972) concept of ‘bounded 
rationality’ this has important implications for how we observe algorithms from a public value 
perspective. The bounded rationality theory implies that even when an algorithm is functioning 
correctly, they can produce adverse effects because the information they provide is not used correctly. 
Human decision makers are subject to cognitive biases (Kahneman, 2011), algorithms can therefore 
introduce new types of bias in public decision-making processes (Skitka & Mosier, 1999; Busuioc, 
2020; Peeters, 2020). Thus, it is crucial not only to focus on the features of algorithms as such 
but also on how these features are expressed in organizational practice and how algorithms affect 
decision-makers.

To stimulate the creation of sigma-type values of algorithms and reduce the chance of adverse 
effects on theta-type and lambda-type values, it is therefore important that people who are deciding 
about the use of algorithms or working with them, are enabled to assess the quality of the information 
the algorithm provides. Policy makers need to be informed about how the algorithm is developed and 
its real world effects to be able to use them effectively and prevent automation biases (Saunders et al., 
2016; O’Neill, 2016; Lyell, & Coiera, 2017; Veale et al., 2018; Zerilli et al., 2019a; Weller, 2019).

Principle 2: Account for Algorithms to Multiple Audiences
Accountability and transparency are traditional requirements to promote trust in public institutions 
(Harrison & Sayogo, 2014). However, providing transparency and accountability of algorithmic 
functioning is difficult, due to internal, external and process opacity (Burrell, 2016, p. 5; Goad & 
Gal, 2018; Lepri et al., 2018). For this reason, Kemper and Kolkman (2019) introduce the notion 
that a critical audience is needed to make algorithms transparent and accountable. Who these 
critical audiences are in the public sector can be identified using Bovens’ (2007) five accountability 
relations. The five accountability relations are: political (e.g. ministerial responsibility), legal (judges), 
administrative (auditors, inspectors and controllers), professional (professional peers) and social 
(interest groups, charities and civil society). See Wieringa (2020) a complete overview of these 
accountability relations in the context of algorithms, here a distinction is made between what are 
defined to be technical audiences and non-technical critical audiences.

First, accountability towards the technical audiences, which are the administrative, professional 
and legal accountability audiences. Accountability to these audiences implies auditing of the algorithm 
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by experts to test if it is functioning correctly and function in accordance with the law. Making 
technical accountability possible requires providing transparency about input and output data, have 
data management protocols, make the algorithmic code open source and work on techniques to make 
algorithmic functioning more explainable (Kemper & Kolkman, 2018; Burrell, 2016; Datta et al., 
2016; Goodman & Flaxman, 2017; Wieringa, 2020). This is important because it can help point out 
potential flaws in the algorithm, such as coding errors or biases (Weller, 2019). While this type of 
accountability (partly) solves external and internal opacity problems, it does not tackle the process 
opacity issue.

Second, non-technical audiences are the political and social accountability audiences. These 
non-technical audiences, political parties but also civil servants and citizens for example, are not 
necessarily able to obtain the technical knowledge to understand algorithmic functioning. For these 
audiences the use of algorithms creates a principal-agent relationship. Algorithms are developed by a 
team of programmers, but are used in practice by civil servants who have little understanding about how 
the algorithm functions and makes predictions (Meijer, 2018; Van der Voort et al., 2019). Similarly, 
citizens are affected by a decisions that are made using an algorithm but are not able to understand 
how these decisions were constructed (O’Neill, 2016, p. 8). Accountability thus also needs to be 
rendered to society as a whole. It is important that citizens broadly understand and become comfortable 
with the strengths and limitations of an algorithm to overcome fear of the unknown (Weller, 2019).

Principle 3: Ensure the Reliability of Algorithms over Time
Research on government transparency shows that more transparency does not automatically lead to 
increased trust in government functioning (Cucciniello et al., 2017). Providing the wrong type of 
transparency can have adverse effects and make people unnecessary critical about the use of algorithms 
by public organisations (Ananny & Crawford, 2018; Weller, 2019). Building on Deley and Dubois 
(2020) who describe that trustworthiness of algorithms can only be provided by demonstrating their 
reliability, it is therefore argued that public organisations must do precisely this – demonstrate the 
reliability of the algorithms they use. This is what Grimmelikhuijsen and Meijer (2014) refer to as 
transparency of policy outcomes or effects.

Reliability is tied to all three value clusters. It entails that algorithms make public organisations 
function more effective (sigma-type values) and that decisions are not leading to adverse, unfair 
or discriminatory outcomes (theta-type values). Reliability also logically refers to accounting for 
lambda-type values. Clear back-up procedures for when the algorithm breaks are needed and a detailed 
strategy for maintaining the reliability of algorithms over time is needed to ensure the production of 
public value over time. Ultimately to enhance trust in algorithms also requires to demonstrating how 
they affect decision-making and policy outcomes. This is only possible through proper evaluation 
of the real-world effects of algorithms. The next principle presented will therefore describe how this 
aspect of reliability can be demonstrated.

Principle 4: Evaluate Algorithms to Demonstrate Causal Mechanisms
Providing reliability over outcomes, and thus make accountability of algorithms possible demands 
evaluation by all critical audiences that are described by Bovens (2007). This requires that these 
audiences are enabled to monitor the performance of algorithms that are used as policy instruments 
(Grimmelikhuijsen & Meijer, 2014). However, as described in the discussion about sigma-type values, 
using only technical evaluations is not sufficient to discern all effects algorithms have (Fry, 2018; 
Chiao, 2019). Building on public administration research that aims to discern the causal mechanisms 
of policy interventions, implies this is only possible using empirical evaluation (James, et al., 2017).

Evaluating the effects of the implementation of a new policy intervention, which we defined 
algorithms to be, is difficult. To test the effect of any policy intervention we need to know what 
would have happened when the intervention would not have been implemented. This is what within 
experimental research is referred to as a as the ‘counterfactual’ (James et al., 2017). The recent 
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increase in popularity of experimental studies within public administrations provides opportunity 
for demonstrating this counterfactual and thus showing the causal effects algorithms have when 
implemented in a public organisation (Bouwman, & Grimmelikhuijsen, 2016). The use of field 
experiments is especially suitable to test the effects of algorithms (Hansen & Tummers, 2020). Fields 
experiments include a careful monitoring of the implementation of an algorithm and and comparing 
this to similar situations where the algorithm is not used. This type of experiments enables policy 
makers and researchers to discern the advantages and adverse effects the implementation of an 
algorithms has in practice. Simultaneously, testing the effects of an algorithm in a real world setting 
therefore requires careful consideration costs, ethics and validity (Hansen & Tummers, 2020). The 
implementation of algorithms in certain policy domains such as national security or a social safety net 
do not permit the same type of learning as for example increasing production efficiency (Bozeman, 
2007, pp. 179-180).

Principle 5: Establish Publicness with Citizens
Finally, it is important to explicitly discuss the public value dilemmas that have been presented in 
this article with citizens. In this discussion it is important to remember that not all value trade-offs 
are equal. There is a distinction between what Tetlock et al. (2000) define to be ‘secular values’ and 
‘sacred values’.

Secular values are values that can be expressed monetary. This is what Tetlock et al., (2000) 
refer to as being a routine trade-off. A routine trade-off is for example a trade-off between the cost of 
developing an algorithm and the administrative efficiency gains it is expected to deliver. Sacred values 
are values that are hard to express monetary such as safety, security, health and justice (Tetlock et 
al., 2000; Tetlock, 2003). Trade-offs between secular and sacred values are what Tetlock et al (2000) 
refer to as being taboo trade-offs. No matter how big the monitory advantages an algorithm might be 
able to deliver, if it negatively impacts these sacred values citizens will not be willing to accept the 
use of algorithms (Tetlock et al, 2000).

For the use of algorithms, many of the theta- and lambda-type values (e.g. discrimination, biases, 
risk of collapse) might fall in the sacred value category. This means that many of the public value 
trade-offs civil servants will be dealing with are not routine, but will be taboo trade-offs. This urges 
everyone who is developing or working with algorithms to consider the trade-offs they produce 
about fundamental issues such as; “human life (what price access to medical care?), justice (what 
price access to legal representation?), preserving natural environments (what price endangered 
species?)” (Tetlock, 2003, p. 320). These are questions that are also important for the implementation 
of algorithms. Algorithms are used to design health, justice and environmental policies (Valle-Cruz, 
2019). When do the advantages algorithms bring outweigh their negative conquests - which values 
are secular and which are sacred? Most importantly, answers to these questions need to be formulated 
together with citizens, because public value is the collective expectation of citizens (Moore, 1995). 
To develop algorithms that create public value it is thus required that research is conducted to get 
insights in the opinions of citizens on the trade-offs between the different values algorithms invoke.

Conclusion

This article set out to describe the use of algorithms from a public value perspective. This perspective 
contributes three important insights to the role of algorithms in the public sector. First, it was 
esthablished that a variety of debates on algorithms in the public sector can be understood from 
the perspective of public value. Second, it was demonstrated how algorithms affect the creation of 
three different types of public value. Third, it provided five principles that can be used to manage 
the publicness of algorithms.

The impact on public value creation was discussed using Hood’s (1991) distinction between 
sigma-, theta- and lambda-type values. An analysis of the literature indicated that the positive effects 
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of algorithms are mainly framed as providing sigma-type values; efficiency and effectiveness. The 
adverse effects are primarily referring to theta-type values; algorithms might produce unfair outcomes 
and are often not transparent. The discussion about the effect of algorithms on these two value clusters 
in this article showed that these effects are in reality not such a simple dichotomy. Furthermore, 
algorithms have impact on so-called lambda-type values. They can be used to predict risks, but at 
the same time severely hinder robustness of state functioning. Breakdown can occur when aging or 
inflexibility of algorithms leads to the failure of an algorithm that performs essential tasks. From 
a public (sigma-type) value perspective just disregarding the advantages algorithms can bring to 
public sector functioning is not possible. However, sigma-type value gains might come at a cost of 
theta-type (unfair, biased and discriminatory practices) and lambda-type values (less resilience and 
robustness) (O’Neill, 2016; Mittelstadt et al., 2016; Fry, 2018; Parnas, 1994). Consequently, using 
but also not using algorithms requires public managers to make public value and taboo trade-offs.

Based on the public administration literature five principles for balancing these trade-offs and thus 
for managing the publicness of algorithms were presented. First, it was described that algorithms should 
not be seen as a replacement of the policy maker, but mostly as one of the multiple instruments that can 
be used to inform them. This implies that they are part of a complex decision making process and that 
the information they provide is processed through to cognitive biases (Simon, 1972; Kahneman, 2011). 
This led to the second principle; accountability should be rendered to different audiences (Bovens, 
2007; Kemper & Kolkman, 2018). Here, mainly the distinction between technical and non-technical 
audiences was emphasized. The third principle described that, especially to make accountability 
for non-technical audiences possible, the focus should not be necessarily on making the internal 
mechanisms transparent but on making algorithms reliable (Deley & Dubois, 2020). To accomplish 
this, transparency of policy outcomes and effects is important (Grimmelikhuijsen & Meijer, 2014). 
The fourth principle described that this type of transparency can only be provided using empirical 
(experimental) evaluation (James et al., 2017). The last guiding principle most directly reflects on 
the management of the public value dilemmas that algorithms invoke. Here, it was demonstrated that 
algorithms can create taboo trade-offs and that balancing these trade-offs can only be done by society 
as a whole – in a dialogue between developers, politicians, policy makers and citizens (Tetlock et 
al., 2000). While grounded in literature – the proof is in the pudding. Future studies should aim to 
research how these principles can successfully be applied by public organisations.

To conclude, this article demonstrated that public values should at the centre of the discussion 
about the implementation of algorithms in the public sector. This changes our perspective on what 
algorithms are, with whom they should be developed, why they need to be reliable, how their usage 
should be evaluated and how the publicness of algorithms can be managed. These principles are 
important because the development of public sector algorithms should always be aimed at creating 
public value.
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