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ABSTRACT

A project procurement method (PPM) defines the roles and responsibilities of the participates 
involved in the construction project. Selecting a suitable PPM is one of the critical issues to achieve 
the success of a construction project. The selection of PPM is a typical multi-criteria decision-making 
problem under uncertainty. Moreover, interval-valued intuitionistic fuzzy set (IVIFS) is a useful tool 
for depicting uncertainty of the multi-criteria decision-making (MCDM) problems. In this paper, the 
authors consider the PPM selection under IVIFS circumstance. Firstly, they introduce the concept 
of Spearman rank correlation coefficient (SRCC) between two IVIFSs and then calculate the SRCC 
between the ideal alternative and each alternative. The ideal option of PPM is determined according 
to the computed value of SRCC. Overall, the proposed method can avoid the calculation of the criteria 
weights, and the selection process is simple and straightforward. Finally, a real-world infrastructure 
project PPM selection has been illustrated the applicability and effectiveness of this methodology.

Keywords
Decision Making, Interval-Valued Intuitionistic Fuzzy Set, Project Procurement Method, Spearman Rank 
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1. INTRODUCTION

Project procurement method (PPM) describes how the project participants are organized to interact, 
and how the owner’s goals and objectives are transformed into the finished facilities (Moon et al., 
2011; ASCE, 1988; Chen et al., 2011). The PPM affects the objectives of a construction project, which 
are the schedule, cost, and quality (Chan et al., 2001; Khalil, 2002; Blayse and Manley, 2004; Shane 
et al., 2013; Mollaoglukorkmaz et al., 2013). There are several PPMs in the construction industry. 
The most common approaches are design-bid-build (DBB), construction management at risk (CM-at 
risk), design-build (DB), engineering-procurement-construction (EPC) and integrated project delivery 
(IPD) (Chen et al., 2010; Shi et al., 2014; Qiang et al., 2015; Li et al., 2015). The PPM features its 
characteristics and meets different situations and owner’s requirements (Alhazmi and Mccaffer, 2000). 
It was approved that the appropriate PPM can effectively get excellent project performance (Hong et 
al., 2008; Ojiako et al., 2008; Oyetunji and Anderson, 2006). Therefore, selecting a suitable PPM for 
a construction project is one of the vital decision-making issues for the owner in the planning stage.
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The PPM selection problem is also called the project delivery system (PDS) in the engineering 
field. Many researchers have done a lot of work on the selection of PDS (Li et al., 2015; Liu et al., 
2015; Konchar and Sanvido, 1998; Yngling and ShuHuiKerh, 2004; Ling and Liu, 2004). The aim 
of selecting the PDS is to achieve construction project performance better (Konchar and Sanvido, 
1998; Yngling and ShuHuiKerh, 2004; Ling and Liu, 2004). As a powerful decision tool, analytical 
hierarchical process (AHP) was employed for PDS selection (Khalil, 2002; Alhazmi and Mccaffer, 
2000; Mahdi and Alreshaid, 2005; Mafakheri et al., 2007). However, AHP has been criticized for 
its incapability to deal with uncertainty and its lack of sound statistical theory (Belton and Stewart, 
2002) adequately. Moreover, multi-attribute utility was also applied to deal with the PDS selection 
decision making (Chen et al., 2011; Chan et al., 2001; Oyetunji and Anderson, 2006; Love et al., 
1998). Case-based reasoning (CBR) is the process of solving new problems based on the solutions 
of similar past cases, which is suitable for selecting PDS for construction projects (Luu et al., 2003; 
Ng et al., 2005; Luu et al., 2006; Kumaraswamy and Dissanayaka, 2001). Li et al. (2015) proposed 
a decision-making model for the selection of PDS based on information entropy and unascertained 
set. From the perspective of value-added, Wang et al. (2013) have made a comparison to select 
of PDSs between DB and DBB. Tran and Molenaar (2015) have considered the risk factors and 
presented a risk-based modeling methodology to the selection of a project delivery method for the 
highway project. Dai et al. (2016) used a hybrid cross-impact technique for PDS decision-making 
for the highway project. Nevertheless, some shortcomings should be overcome, such as imprecise of 
evaluation criteria in nature (Ng et al., 2002). Therefore, the fuzzy set theory is also gradually applied 
to PDS selection (Ng et al., 2002; Khanzadi et al., 2016; Wang et al., 2014).

The selection of an appropriate PDS for a construction project is a typical multi-attribute decision-
making problem under uncertainty(Ibbs et al., 2011), and the evaluation criteria have intense fuzziness 
(Ng et al., 2002). Many researchers have done much work on decision-making under uncertainty with 
the fuzzy set (Boran, 2011; Boran et al., 2011; Ashraf et al., 2014; Gupta et al., 2016; Büyüközkan and 
Güleryüz, 2016; Butt and Akram, 2016a,b; Nguyen, 2016; Habib et al., 2016; Zafar and Akram, 2017; 
Sarwar and Akram, 2017). Interval-valued intuitionistic fuzzy set (IVIFS) can effectively elucidate 
the fuzziness and uncertainty of material things (Nguyen, 2016; Atanassov, 1989; Xu, 2007a; Wei et 
al., 2011; Chen and Huang, 2017). The Spearman rank correlation coefficient (SRCC) is considered 
as one of the best nonparametric measures of relationship (Dikbas, 2018).SRCC assesses the linear 
relationships between the ranks of monotonically related variables. Even if the relationship between 
the variables is not linear. In fact, SRCC had tried to prove that ranks of measurements instead of raw 
measurements have significant advantages in correlation calculations (Dikbas, 2018).

This paper aims to develop a more accurate and reliable PPM selection method. A decision-
making model is established to support PPM selection based on the SRCC between two IVIFSs 
under IVIFS information. In order to give a comparison between two interval numbers, the concept 
of connection number in the Set Pair Analysis theory is introduced (Cao et al., 2016; Kumar and 
Garg, 2018). The remaining parts of this paper are organized as follows. Section 2 gives the research 
methodology, including some preliminaries on IVIFS and multi-criteria decision-making methods. 
Section 3 presents the SRCC between IVIFSs. A decision-making algorithm is developed in Section 
4. Section 5 provides a case study on PPM selection to verify the feasibility and practicability of the 
developed approach. Some conclusions and further suggestions are given in Section 6.

2. RESEARCH METHODOLOGY

PPM selection is a typical decision-making problem. Since the fuzziness of the evaluation data for 
criteria affecting PPM selection, the IVIFS theory is used to select suitable PPM. The following 
subsections show the preliminaries about IVIFS and multi-criteria decision-making methods.
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2.1. Interval Number and Connection Number
Firstly, the definition of the connection number in the set pair analysis theory is given below.

Definition 2.1 (Cao et al., 2016; Kumar and Garg, 2018) LetX x x x
n

=
1 2
, ,...,{ } be the universe of 

discourse. A binary connection number set A  is defined as

m=a bi+ 	 (1)

where i ∈ −

1 1, is the discrepancy degree, j = −1 is the contrary degree, a b, > 0 .

For any two connection numbersm
1 1 1
=a b i+  and m

2 2 2
=a b i+ , then

if a a
1 2
= andb b

1 2
= , then m m

1 2
= ;

if a a
1 2
> anda b a b

1 1 2 2
− ≥ + , then m m

1 2
> ;

if a a
1 2
> , then m m

1 2
> ;

if a a
1 2
= andb b

1 2
> , then m m

1 2
> .

Definition 2.2 (Moore, 1979) Let a  be an interval number, which represents a closed bounded set 
of real numbers:

a a aL R= ,

 ,	

where aL andaR represent lower and upper bounds of the interval number a , respectively. Especially 
if a aL R= , then, a  is a real number.

For an interval number a aL R,

 , its corresponding connection number represents as (Cao et al., 

2016; Kumar and Garg, 2018):

a a a bi a a a a iL R L R R L,

 + = +( ) + −( )( )= 2 2 .	

Therefore, for two interval numbers a a aL R
1 1 1
= 


,  and a a aL R

2 2 2
= 


, ,

(C1) if a a a aL R L R
1 1 2 2

2 2+( ) > +( ) , then a a
1 2
> ;

(C2) if a a a aL R L R
1 1 2 2

2 2+( ) +( )= , then

if a a a aR L R L
1 1 2 2

2 2−( ) −( )= , then a a
1 2
= ;

if a a a aR L R L
1 1 2 2

2 2−( ) −( )> , then a a
1 2
> .

2.2 A Brief Introduction to IVIFS
As a generalization of fuzzy sets, the intuitionistic fuzzy set (IFS) has better agility in expressing 
uncertainly and ambiguous information. Because it can be used to describe the characteristics of 
affirmation, negation, and hesitation simultaneously. Since using crisp values to express the 
membership and non-membership degrees of IFS is difficult in practice, the concept of IVIFS was 
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proposed by assigning membership and non-membership degrees in terms of intervals. In an IVIFS, 
for each x XÎ , the membership degree u x

A
( )  and non-membership degree v x

A
( )  can be expressed 

by a closed interval. Their lower boundaries are denoted by u x
A
L( )  and v x

A
L( ) . At the same time, the 

upper boundaries are presented as u x
A
R( )  and v x

A
R( ) . Therefore, an IVIFS A  in X  is defined as:

A= x u x u x v x v x x X
A
L

A
R

A
L

A
R, ( ), ( ) , ( ), ( )








( ) ∈{ } ,	

where 0 1£ £ £u x u x
A
L

A
R( ) ( ) , 0 1£ £ £v x v x

A
L

A
R( ) ( ) , and 0 1≤ + ≤ + ≤u x v x u x v x

A
L

A
L

A
R

A
R( ) ( ) ( ) ( ) . 

Furthermore, for each element, the hesitation interval relative to A  is given as:

p p p
A A

L
A
R

A
R

A
R

A
L

A
Lx x x u x v x u x v x( ) [ ( ), ( )] [ ( ) ( ), ( ) ( )]= = − − − −1 1 ,	

where p
A
L x( ) [ , ]Î 0 1  and p

A
R x( ) [ , ]Î 0 1 contain the lower and upper boundaries of hesitation degree, 

and p p
A
L

A
Rx x( ) ( )£ .

2.3 Weighted Averaging Operator

Let X  be a finite universe of discourse, A A A A
n

= ( , ,..., )
1 2

 be a vector of IVIFSs, A
i

= x u x u x v x v x x X
i A

L
i A

R
i A

L
i A

R
i i

, ( ), ( ) , ( ), ( )








 ∈{ } , i n= 1 2, , , . The weighted averaging operator 

is defined as (Das et al., 2016):
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A
R w
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
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
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
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==
∏∏( ( )) , ( ( )) , ( )) , ( )w

A
R

i
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i

n
i iv x
==
∏∏





















11

,	 (2)

where W w w w
n

= ( , , , )
1 2

  is the weight of each vector and w
i
∈ 


0 1, , w

ii

n

=∑ =
1

1 .

2.4 Score Function and Accuracy Function

For an IVIFS with A = x u x u x v x v x x X
A
L

A
R

A
L

A
R, ( ), ( ) , ( ), ( )








( ) ∈{ } , the score function is defined as 

follows (Xu, 2007b):

S x
u x u x v x v x
A
R

A
L

A
R

A
L

( ) = ( )+ ( )− ( )− ( )
2

.	 (3)

The value of the accuracy function of an IVIFS A = x u x u x v x v x x X
A
L

A
R

A
L

A
R, , , ,( ) ( )



 ( ) ( )



( ) ∈{ }  

can be computed by the following Equation (Xu, 2007b):

H x
u x u x v x v x
A
R

A
L

A
R

A
L

( ) = ( )+ ( )+ ( )+ ( )
2

.	 (4)
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F o r  t w o  I V I F S s A
1
= x u x u x v x v x x X

A
L

A
R

A
L

A
R

1 1 1 1 1 1
, , , ,( ) ( )



 ( ) ( )



( ) ∈{ }  a n d A

2
=

x u x u x v x v x x X
A
L

A
R

A
L

A
R

2 2 2 2 2 2
, , , ,( ) ( )



 ( ) ( )



( ) ∈{ } , Xu (2007b) proposed the following comparison 

method based on the score function and accuracy function:

If S x S x
1 2( ) < ( ) , then A A

1 2
< ;

If S x S x
1 2( ) = ( ) , but H x H x

1 2( ) < ( ) , then A A
1 2
< ;

If S x S x
1 2( ) = ( )  and H x H x

1 2( ) ( )= , then A A
1 2
= .

3. SPEARMAN RANK CORRELATION COEFFICIENT BETWEEN IVIFSS

Definition 3.1 (McGraw Hill, 1989) Let X X
n1

,...,( )  be a sample from a population, the corresponding 
sample observations x x

n1
,...,( )  are sorted in ascending order, that is, x x

n( ) ( )
...

1
< < . If x x

i k
= ( ) , 

then, k  is called the rank of the sampleX
i
, i.e., R k

i
= , i n= 1 2, , , .

In each repeated sampling, R
i
 is a random variable. If there a case occurs that some x  are the same; 

for instance, there existsx x
i j
= for i j¹ , then their ranks are the average of those ranks. For example, 

if there is a sequence of a sample as: 1 1 2 2 2 3 , then the ranks of the two 1 are all 1 2
2
1 5

+
= . , 

and the three ranks of 2 are all 3 4 5
3

4
+ +

= .

In statistics, the SRCC is the Pearson correlation coefficient applied to the ranks R . When there 
are not two values ofX  or two values of Y with the same rank (so-called ties), the Spearman 
correlation coefficient can be computed as (McGraw−Hill, 1989; Myers and Well, 2013):

r
d

n n
s

i
i

n

= −
−( )

=
∑

1
6

1

2

1

2
,	 (5)

whered R x R y
i i i
= ( )− ( )  i n= 1 2, ,...,  are the differences between the ranks of x

i
 and y

i
. If there 

are ties (two values of X  or two values of Y with the same rank), but the number of ties is smaller 
compared with n , and Equation (5) still holds.

The Spearman correlation coefficient fulfills the requirements of the correlation measures. As 
Equation (5) was obtained from the Pearson coefficient for ranks, it fulfills the same properties as 
the Pearson coefficient:

(P1) r A B r B A
s s
, ,( ) = ( ) ; (P2) If A B= , then r A B

s
,( ) = 1 ; (P3) r A B

s
,( ) ≤ 1 .

When the variables X and Y are perfectly positively related, i.e., when X increasing with Y
increasing, then r

s
it is equal to 1. When X  and Y  are perfectly negatively related, i.e., when X

increases whenever Y  decreases, r
s

is equal to -1. r
s

is equal to zero when there is no relation between 
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X and Y . Values between -1 and 1 give a relative indication of the degree of relationship between 
X andY , in other words, − ≤ ≤1 1r

s
.

Based on the correlation coefficient between two Atanassov’s IFSs proposed by Szmidt and 
Kacprzyk (Szmidt and Kacprzyk, 2011), the SRCC between two IVIFSs is presented as below.

Definition 3.2 (Szmidt and Kacprzyk, 2011) The SRCC between two IFSsA andB is defined as:

r r r r
s s s s− = + +( )IFS

1

3 1 2 3
,	 (6)

where r
s1

,r
s2

 and r
s3

 are the SRCCs between A andB with respect to their membership function, 
non-membership function, and hesitation function, respectively. r

s1
 is given as

r
d

n n
s

i
i

n

1

1
2

1

2
1

6

1
= −

−( )
=
∑

,	 (7)

where d
i1
, i n= 1 2, ,...,  are the differences in the ranks with respect to the non-membership functions: 

d R u x R u x
i A i B i1
= ( )( )− ( )( ) . rs2  is given as

r
d

n n
s

i
i

n

2

2
2

1

2
1

6

1
= −

−( )
=
∑

,	 (8)

where d
i2
, i n= 1 2, ,...,  are the differences in the ranks with respect to the hesitation functions: 

d R v x R v x
i A i B i2
= ( )( )− ( )( ) . rs3  is given as

r
d

n n
s

i
i

n

3

3
2

1

2
1

6

1
= −

−( )
=
∑

,	 (9)

where d
i3
, i n= 1 2, ,...,  are the differences in the ranks with respect to the membership functions: 

d R x R x
i A i B i3
= ( )( )− ( )( )p p .

Definition 3.3 The SRCC between two IVIFSsA andB is defined as:

r r r r
s su sv s− = + +( )IVIFS

1

3 p ,	 (10)
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where r
su

,r
sv

 andr
sp are the SRCCs between A andB with respect to their membership function, 

non-membership function, and hesitation function, respectively. r
su

 is given as

r
d

n n
su

ui
i

n

= −
−( )

=
∑

1
6

1

2

1

2
,	 (11)

whered
ui

, i n= 1 2, ,...,  are the differences in the ranks with respect to the membership functions: 
d R u x R u x
ui A i B i
= ( )( )− ( )( ) . rsv  is given as

r
d

n n
sv

vi
i

n

= −
−( )

=
∑

1
6

1

2

1

2
,	 (12)

where d
vi

, i n= 1 2, ,...,  are the differences in the ranks with respect to the non-membership functions: 
d R v x R v x
vi A i B i
= ( )( )− ( )( ) .rsp  is given as

r
d

n n
s

i
i

n

p

p

= −
−( )

=
∑

1
6

1

2

1

2
,	 (13)

where d
ip , i n= 1 2, ,...,  are the differences in the ranks with respect to the hesitation functions: 

d R x R x
i A i B ip p p= ( )( )− ( )( ) .

Obviously, for the Spearman rank correlation (10), the same properties as the Pearson correlation 
coefficient are valid, i.e.:

(P1) r A B r B A
s IVIFS s IVIFS− −=( , ) ( , ); then r A B

s− ( ) =IVIFS
, 1 ;

(P3) r A B
s− ( ) ≤IVIFS

, 1 .

The separate components of the Spearmen rank correlation (10) i.e., Equations (11)-(13) fulfill 
the above properties, too. Obviously, in the case of crisp sets, r

s IVIFS-  in (10) reduces to r
s

 in (5), 
and in the case of the upper bound and lower bound are equal, r

s IVIFS-  in (10) reduces to r
s-IFS  in 

(6).

Example 1 There are two IVIFSs A and B described below:

A x x= 








( ) 



1 2

0 6 0 7 0 1 0 2 0 4 0 6 0 2 0, . , . , . , . , , . , . , . , .33

0 4 0 5 0 1 0 3 0 3 0 4
3 4





( ){










( ) 



,

, . , . , . , . , , . , .x x 





( )}, . , .0 1 0 4
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and

B x x= 








( ) 



1 2

0 3 0 4 0 1 0 2 0 5 0 6 0 1 0, . , . , . , . , , . , . , . , .33

0 4 0 5 0 2 0 4 0 2 0 5
3 4





( ){










( ) 



,

, . , . , . , . , , . , .x x 





( )}, . , . .0 2 0 3

	

From equations (10)-(13) and the results in Tables 1-3, r A B
s− ( ) =IVIFS

, .0 0833  is get.

4. DECISION-MAKING MODEL FOR PPM SELECTION

For a PPM selection problem, it is assumed that the sets of experts, alternatives, and criteria are
H h h h

l
= { }1 2

, ,..., , O o o o
m

= { }1 2
, ,..., andC c c c

n
= { }1 2

, ,..., , respectively. In the process of PPM 
selection, the individual evaluation matrix is determined by each expert in the first step. And then, 
through aggregating the individual evaluation matrix, the evaluation matrix involved all experts’ 
evaluation information is obtained. The following step is the determination of the intuitionistic fuzzy 
ideal alternative. And then, SRCCs can be calculated between the ideal alternative and each alternative. 
Finally, the ranking order is received according to all SRCCs, and the suitable PPM is selected. The 
detailed description is shown in Figure 1. The aggregation of experts’ evaluation information needs 
to calculate the experts’ weights. There are a lot of methods to calculate the experts’ weights in 
decision making, for instance, subjective weigh method, objective weighs method, etc. In this study, 
an averaging weight method is used to obtain the experts’ weights.

4.1 Determination of The Individual Decision Matrices
The alternatives are ordered based on the criteria characterized by IVIFSs. For the first step of PPM 
selection, every expert should give the evaluation values of all the alternatives under the criteria in 
terms of the decision matrices. Assume that the decision matrices given by the experts are 
H h h h

l
= { }1 2

, ,..., , where

h

h h h

h h h

h

k

k k
n
k

k k
n
k

=

11 12 1

21 22 2

( ) ( ) ( )

( ) ( ) ( )

...

...

... ... ... ...

mm
k

m
k

mn
kh h

1 2
( ) ( ) ( )...













	 (14)

where h u u v v
ij
k

ij
L k

ij
R k

ij
L k

ij
R k( ) ( ) ( ) ( ) ( ), , ,= 







( )  is the evaluation value given by the expert h

k
 for the 

alternative O
i
 under the criteria C

j
, k l= 1 2, ,..., , i m= 1 2, ,..., , j n= 1 2, ,..., .

4.2 Aggregation of The Individual Decision Matrices

After determining the weights of the experts, the collective decision matrix Ho  can be obtained 
according to the weighted average operator by equation (2) as follows:
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and j n= 1 2, ,..., .

4.3 Identification of the Intuitionistic Fuzzy Ideal Alternative
Based on the SRCC between two IVIFSs, a new PPM selection model is developed, which starts with 
the determination of the intuitionistic fuzzy ideal solution. The decision information appears as the 
form of IVIFSs. The score function and the accuracy function are employed to identify the intuitionistic 
fuzzy ideal solution. However, they usually do not exist intuitionistic fuzzy ideal solution in the real 
selection process. In other words, the intuitionistic fuzzy ideal solution vector O*  is usually not the 
feasible alternative, namely, O O* Ï . Otherwise, the intuitionistic fuzzy ideal solution vector O*  is 
the optimal alternative vector of the selection decision-making problem. In this paper, the following 
equation is employed to identify the intuitionistic fuzzy ideal solution O* :

for benefit type criteria

O O O O
n

* * * *, ,...,=
1 2{ }where O C h j n

j j i ij
o* ,max , ,...,= { } ={ }1 2 	 (16)

Figure 1. The process of PPM selection
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and for type cost criteria

O O O O
n

* * * *, ,...,=
1 2{ }where O C h j n

j j i ij
o* ,min , ,...,= { } ={ }1 2 	 (17)

4.4 Calculation of Spearman Rank Connection Coefficient 
Between The Ideal Alternative and Each Alternative
According to equation (10), the SRCC between ideal alternative and each alternative can be obtained 
as follows:

r r r r
i O su sv s−
= + +( )*

1

3 p 	 (18)

where r
su

, r
sv

andr
sp are described in Definition 3.3, where i m= 1 2, ,..., .

4.5 Ranking and decision making
From the result obtained in subsection 4.4, the SRCC values for each alternative present the rank 
of all the alternatives. That is, we can get the ranking of the alternatives and the optimal alternative 
employing the values of all SRCCs.

5. CASE STUDY

5.1 PPM Selection Problem Statement
In this section, the proposed decision-making support method is applied to a real-world infrastructure 
project PPM selection. For a construction project, four experts h h h h

1 2 3 4
, , ,  from different fields, 

including academic, engineering, client, and contractor, are invited to select the appropriate PPM. 
After the preliminary analysis, four PPMs are considered for selection: IPD (O1), EPC (O2), DBB 
(O3) and DB (O4)

5.2 Indicators of PPM Selection
According to the research results of An et al. (2018), the indicator system of PPM selection can be 
determined, as shown in Figure 2.

5.3 PPM Decision
The process of decision making is as follows.

Step 1: Determination of the individual decision matrices.

Each expert needs to give the evaluation values of all alternatives under the criteria. There are 
four experts, and the evaluation results are shown in Table 4.

Step 2: Identification of the intuitionistic fuzzy ideal alternative.

According to Table A4, equations (16) and (17), the ideal solution is obtained as follows:
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Step 3: Aggregation of the individual decision matrices.

Figure 2. Indicator system of PPM selection
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According to equation (2), with equal weight for each expert, the aggregated values can be 
calculated, as shown in Table 5.

Step 4: According to equations (10)-(13), the differences in the ranks concerning membership, non-
membership, and hesitation degree for O

1
 can be calculated. The detailed results are shown in 

Tables 6-8. Then SRCCs between alternative O
1

 and ideal alternative: r
O1

0 0579= . .

Similarly, SRCCs between alternativeO
2
and ideal alternative is r

O2
0 2425= .  from the results 

in Tables 9-11. Moreover, SRCCs betweenO
3
and the ideal alternative is r

O3
0 222= . , the calculate 

results are as shown in Tables 12-14. The SRCCs betweenO
4
and ideal alternative is r

O4
0 4593= . , 

the detailed results are shown in Tables 14-17.

Step 5: From the results in Step 4, the ranking forO
1

,O
2
,O

3
andO

4
is:

r r r r
O O O O1 3 2 4

< < < 	

that is, the order of the four PPMs is: IPD DBB EPC DB< < < . It can be seen that DB is the 
most suitable PPM for this project and followed by EPC. IPD is the least suitable PPM. From the 
results, it is can be seen that the ranking order is acceptable for the practical application.

5.4 Discussion and Comparison Analysis
In this section, comparison analysis and discussion are given to state the advantage of the proposed 
method by comparing it with another two decision-making methods.

The comparative methods are the Technique for Order of Preference by Similarity to Ideal Solution 
(TOPSIS)(Tan, 2011) and Multi-Objective Optimization by Ratio Analysis(MULTIMOORA)(Brauers 
and Zavadskas, 2010). The main principle of the TOPSIS method is that the optimal alternative 
should have the shortest distance measured from the positive ideal solution and the farthest distance 
measure from the negative one. MULTIMOORA is a decision-making method based on dimensionless 
measurement: ratio system, reference point method, and full multiplicative optimization. It employs 
the dominance theory to obtain a final integrative ranking.

Using the line of classical TOPSIS method and MULTIMOORA method, the case study can be 
calculated. The ranking results are DBB IPD EPC DB< < <  and IPD DBB EPC DB< < < , 
respectively. Obviously, the ranking result using the MULTIMOORA method is the same as that 
using the proposed method, and the result of the TOPSIS method is different to a small extent. 
However, the DB PPM is always at the first rank based on the three methods. Besides, the worst PPM 
provided by the proposed method is IPD, and the TOPSIS method is DBB. The reliability and feasibility 
of the proposed method are shown from the stated above.

6. CONCLUSION

PPM determines not only project performance, but also critical for project success. For a given project, 
selecting the proper PPM is one of the essential tasks for the owners. PPM selection is a typical multi-
criteria decision-making problem. Moreover, IVIFS is a useful tool for depicting the uncertainty of 
multi-criteria decision-making problems. This paper firstly introduces the concept of Spearman rank 
correlation coefficient (SRCC) between two IVIFSs, and then the SRCC between ideal alternative 
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and each alternative is calculated. The ideal option of PPM is determined according to the computed 
value of SRCC. Finally, to illustrate the applicability and effectiveness of this methodology, a real-
world infrastructure project PPM selection was demonstrated.

The main contributions of this paper are as follows: (1) this study introduces the concept of SRCC 
between two IVIFSs to measure the “closeness” degree of alternative and ideal alternative; (2) the 
ranking orders of all alternatives are obtained through calculating the value of SRCC between each 
alternative and the ideal alternative, which enriches the theoretical knowledge of PPM selection; (3) 
this study utilizes connection number in Set Pair Analysis theory to deal with interval number, which 
is an effective way to assess the degree of closeness between two evaluated objects. In the process 
of PPM selection, the applications and effectiveness of the proposed decision-making method under 
interval intuitionistic fuzzy environments can be shown. The proposed method differs from interval 
intuitionistic fuzzy multi-criteria decision making; it not only can quickly and clearly be calculated 
but also d avoiding the calculation of criteria weights. It makes the method more flexible and practical 
than existing decision-making methods. Throughout the whole process of research and practice, it is 
realized that the improved interval number theory is essential for the precise result. So, in the future, 
the work on the comparison of intervals should be done. Besides, this study does not consider how 
to design and innovate a PPM according to a project’s characteristics. Therefore, how to design and 
innovate a PPM according to a project’s characteristics may be a good objective for future research.
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APPENDIX 1

Table 1. Calculations of equation (11)

u
A

R u
A( ) u

B
R u

B( ) d
u1

d
u1
2

[0.6,0.7]    4 [0.3,0.4]   1.5   2.5 6.25

[0.4,0.6]    3 [0.5,0.6]   4 -1   1

[0.4,0.5]    2 [0.4,0.5]   3 -1   1

[0.3,0.4]    1 [0.2,0.5]   1.5 -0.5 0.25

Table 2. Calculations of equation (12)

v
A

R v
A( ) v

B
R v

B( ) d
v1

d
v1
2

[0.1,0.2]    1 [0.1,0.2]   1 0 0

[0.2,0.3]    3.5 [0.1,0.3]   2 1.5 2.25

[0.1,0.3]    2 [0.2,0.4]   4 -2 4

[0.1,0.4]    3.5 [0.2,0.3]   3 0.5 0.25

Table 3. Calculations of equation (13)

p
A

R
A

p( ) p
B

R
B

p( ) dp1 dp1
2

[0.1,0.3]    1 [0.4,0.6]   4   -3 9

[0.1,0.4]    2 [0.1,0.4]   1.5   0.5 0.25

[0.2,0.5]    3 [0.1,0.4]   1.5   1.5 2.25

[0.2,0.6]    4 [0.2,0.6]   3   1 1
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Table 4. Evaluation results

Criteria IVIFS
h
1

h
2

h
3

h
4

O
1

O
2 O

3 O
4 O

1
O
2
O
3
O
4

O
1

O
2

O
3
O
4

O
1

O
2

O
3

O
4

B
1

C
1 u x

A
L( ) 0.40 0.45 0.40 0.35 0.40 0.50 0.40 0.25 0.35 0.55 0.40 0.30 0.35 0.45 0.50 0.35

u x
A
R( ) 0.60 0.60 0.55 0.45 0.55 0.65 0.50 0.40 0.55 0.65 0.60 0.45 0.65 0.60 0.60 0.55

v x
A
L( ) 0.15 0.15 0.20 0.10 0.20 0.25 0.30 0.35 0.15 0.10 0.10 0.25 0.10 0.15 0.15 0.25

v x
A
R( ) 0.25 0.20 0.35 0.20 0.30 0.30 0.40 0.45 0.30 0.25 0.20 0.35 0.25 0.20 0.20 0.35

C
2 u x

A
L( ) 0.40 0.60 0.30 0.55 0.35 0.50 0.45 0.35 0.60 0.70 0.40 0.35 0.45 0.55 0.35 0.50

u x
A
R( ) 0.65 0.70 0.40 0.65 0.55 0.65 0.60 0.45 0.75 0.85 0.55 0.50 0.55 0.65 0.50 0.60

v x
A
L( ) 0.15 0.10 0.35 0.15 0.15 0.20 0.15 0.30 0.10 0.05 0.25 0.15 0.10 0.15 0.25 0.20

v x
A
R( ) 0.20 0.25 0.50 0.20 0.25 0.35 0.25 0.45 0.20 0.10 0.35 0.30 0.25 0.30 0.35 0.35

C
3

u x
A
L( ) 0.55 0.50 0.65 0.55 0.45 0.55 0.60 0.55 0.45 0.50 0.65 0.45 0.50 0.55 0.65 0.45

u x
A
R( ) 0.65 0.65 0.75 0.70 0.55 0.75 0.70 0.65 0.55 0.70 0.80 0.50 0.60 0.65 0.75 0.60

v x
A
L( ) 0.10 0.10 0.05 0.05 0.10 0.05 0.15 0.15 0.25 0.15 0.05 0.10 0.10 0.15 0.05 0.15

v x
A
R( ) 0.25 0.20 0.15 0.20 0.25 0.10 0.20 0.25 0.30 0.30 0.15 0.20 0.25 0.20 0.15 0.20

C
4

u x
A
L( ) 0.35 0.50 0.45 0.25 0.30 0.55 0.50 0.20 0.45 0.65 0.55 0.35 0.50 0.55 0.55 0.45

u x
A
R( ) 0.55 0.65 0.60 0.45 0.45 0.70 0.65 0.35 0.60 0.75 0.70 0.55 0.65 0.65 0.60 0.50

v x
A
L( ) 0.20 0.10 0.15 0.25 0.25 0.15 0.15 0.35 0.10 0.05 0.10 0.25 0.15 0.10 0.05 0.20

v x
A
R( ) 0.35 0.20 0.30 0.35 0.40 0.20 0.25 0.45 0.20 0.20 0.15 0.30 0.25 0.15 0.25 0.30

B
2

C
5 u x

A
L( ) 0.35 0.60 0.55 0.30 0.35 0.65 0.60 0.30 0.25 0.65 0.70 0.45 0.25 0.55 0.60 0.40

u x
A
R( ) 0.40 0.75 0.65 0.40 0.50 0.80 0.70 0.45 0.40 0.75 0.85 0.60 0.50 0.85 0.75 0.50

v x
A
L( ) 0.15 0.10 0.10 0.35 0.25 0.15 0.15 0.25 0.15 0.05 0.05 0.15 0.25 0.05 0.10 0.15

v x
A
R( ) 0.25 0.15 0.15 0.50 0.40 0.20 0.25 0.35 0.30 0.15 0.15 0.20 0.35 0.10 0.20 0.25

C
6 u x

A
L( ) 0.35 0.55 0.50 0.65 0.20 0.60 0.50 0.70 0.40 0.55 0.45 0.55 0.35 0.55 0.45 0.70

u x
A
R( ) 0.50 0.70 0.65 0.80 0.35 0.65 0.65 0.80 0.55 0.65 0.65 0.70 0.50 0.65 0.65 0.85

v x
A
L( ) 0.30 0.10 0.10 0.05 0.45 0.15 0.10 0.05 0.30 0.15 0.20 0.10 0.30 0.15 0.10 0.05

v x
A
R( ) 0.40 0.25 0.20 0.15 0.60 0.20 0.25 0.15 0.40 0.25 0.35 0.20 0.40 0.25 0.20 0.15

continued on following page
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continued on following page

Criteria IVIFS
h
1

h
2

h
3

h
4

O
1

O
2 O

3 O
4 O

1
O
2
O
3
O
4

O
1

O
2

O
3
O
4

O
1

O
2

O
3

O
4

C
7

u x
A
L( ) 0.65 0.55 0.45 0.35 0.60 0.55 0.45 0.30 0.55 0.50 0.45 0.30 0.65 0.55 0.45 0.30

u x
A
R( ) 0.75 0.75 0.55 0.45 0.75 0.75 0.60 0.50 0.70 0.65 0.60 0.40 0.85 0.70 0.60 0.40

v x
A
L( ) 0.10 0.15 0.25 0.25 0.05 0.15 0.20 0.35 0.15 0.20 0.15 0.25 0.05 0.10 0.15 0.30

v x
A
R( ) 0.20 0.25 0.30 0.40 0.15 0.20 0.30 0.45 0.25 0.35 0.25 0.45 0.15 0.15 0.25 0.40

C
8

u x
A
L( ) 0.50 0.45 0.40 0.35 0.40 0.45 0.40 0.25 0.40 0.45 0.50 0.10 0.40 0.55 0.40 0.35

u x
A
R( ) 0.60 0.55 0.65 0.50 0.50 0.60 0.55 0.35 0.55 0.65 0.65 0.25 0.50 0.70 0.55 0.50

v x
A
L( ) 0.10 0.25 0.20 0.15 0.15 0.15 0.20 0.30 0.15 0.05 0.10 0.45 0.10 0.15 0.20 0.20

v x
A
R( ) 0.20 0.35 0.30 0.25 0.25 0.20 0.35 0.40 0.30 0.20 0.20 0.60 0.30 0.20 0.35 0.35

C
9

u x
A
L( ) 0.65 0.55 0.45 0.25 0.45 0.65 0.55 0.35 0.55 0.45 0.35 0.25 0.40 0.60 0.45 0.35

u x
A
R( ) 0.70 0.65 0.60 0.45 0.75 0.75 0.60 0.45 0.65 0.70 0.55 0.40 0.65 0.75 0.65 0.40

v x
A
L( ) 0.15 0.20 0.15 0.15 0.15 0.10 0.15 0.20 0.10 0.15 0.20 0.25 0.15 0.10 0.15 0.35

v x
A
R( ) 0.20 0.35 0.25 0.35 0.20 0.20 0.25 0.35 0.25 0.20 0.35 0.35 0.25 0.20 0.20 0.45

C
10 u x

A
L( ) 0.45 0.55 0.40 0.30 0.50 0.65 0.45 0.20 0.55 0.60 0.45 0.15 0.60 0.65 0.35 0.30

u x
A
R( ) 0.70 0.65 0.55 0.45 0.65 0.75 0.60 0.35 0.75 0.70 0.65 0.25 0.70 0.75 0.55 0.45

v x
A
L( ) 0.10 0.15 0.10 0.25 0.15 0.10 0.15 0.35 0.15 0.10 0.20 0.35 0.15 0.05 0.20 0.15

v x
A
R( ) 0.20 0.25 0.30 0.35 0.25 0.15 0.20 0.50 0.20 0.15 0.30 0.55 0.20 0.25 0.25 0.30

B
3 C

11 u x
A
L( ) 0.45 0.60 0.45 0.45 0.55 0.50 0.55 0.40 0.35 0.55 0.50 0.45 0.35 0.65 0.55 0.65

u x
A
R( ) 0.55 0.65 0.60 0.55 0.65 0.65 0.70 0.55 0.50 0.65 0.60 0.60 0.55 0.75 0.60 0.70

v x
A
L( ) 0.15 0.20 0.10 0.25 0.10 0.05 0.15 0.20 0.15 0.20 0.25 0.15 0.15 0.10 0.15 0.05

v x
A
R( ) 0.25 0.30 0.25 0.35 0.20 0.15 0.25 0.35 0.25 0.30 0.35 0.20 0.25 0.15 0.25 0.15

C
12 u x

A
L( ) 0.55 0.65 0.45 0.60 0.50 0.60 0.45 0.55 0.65 0.70 0.45 0.55 0.50 0.65 0.55 0.65

u x
A
R( ) 0.65 0.75 0.65 0.70 0.60 0.65 0.60 0.75 0.70 0.75 0.65 0.70 0.60 0.80 0.75 0.85

v x
A
L( ) 0.15 0.10 0.15 0.10 0.15 0.25 0.15 0.05 0.05 0.15 0.10 0.05 0.15 0.05 0.05 0.05

v x
A
R( ) 0.20 0.15 0.20 0.15 0.25 0.30 0.25 0.15 0.20 0.20 0.25 0.15 0.30 0.10 0.15 0.10

C
13

u x
A
L( ) 0.55 0.45 0.40 0.30 0.65 0.45 0.45 0.25 0.75 0.50 0.45 0.25 0.60 0.55 0.60 0.10

u x
A
R( ) 0.75 0.65 0.65 0.45 0.75 0.65 0.55 0.45 0.80 0.65 0.60 0.40 0.80 0.65 0.70 0.20

v x
A
L( ) 0.05 0.15 0.10 0.25 0.05 0.15 0.15 0.25 0.05 0.10 0.15 0.35 0.05 0.15 0.15 0.50

v x
A
R( ) 0.10 0.25 0.20 0.35 0.15 0.25 0.20 0.35 0.10 0.15 0.25 0.50 0.15 0.20 0.25 0.65

Table 4. Continued
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Criteria IVIFS
h
1

h
2

h
3

h
4

O
1

O
2 O

3 O
4 O

1
O
2
O
3
O
4

O
1

O
2

O
3
O
4

O
1

O
2

O
3

O
4

C
14
u x
A
L( ) 0.65 0.50 0.45 0.20 0.70 0.55 0.45 0.30 0.65 0.55 0.35 0.35 0.75 0.60 0.45 0.25

u x
A
R( ) 0.75 0.65 0.60 0.35 0.85 0.70 0.60 0.45 0.80 0.65 0.45 0.50 0.90 0.75 0.65 0.40

v x
A
L( ) 0.05 0.25 0.15 0.45 0.05 0.15 0.15 0.35 0.05 0.15 0.25 0.30 0.05 0.10 0.15 0.45

v x
A
R( ) 0.10 0.35 0.25 0.55 0.10 0.25 0.20 0.45 0.10 0.25 0.35 0.45 0.10 0.20 0.25 0.55

Table 4. Continued
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Table 5. Collective decision matrix

IVIFS
C
1

C
2

C
3

C
4

C
5

C
6

C
7

O
1

u x
A ( ) [0.3755,0.5897] [0.4588,0.6352] [0.4892,0.5897] [0.4052,0.5686] [0.3018,0.4523] [0.3289,0.4800] [0.6147,0.7697]

v x
A ( )

[0.1456,0.2739] [0.1225,0.2236] [0.1257,0.2617] [0.1655,0.2893] [0.1936,0.3201] [0.3320,0.4427] [0.0783,0.1831]

O
2

u x
A ( ) [0.4892,0.6258] [0.5946,0.7275] [0.5257,0.6904] [0.5661,0.6904] [0.6147,0.7919] [0.5631,0.6632] [0.5380,0.7154]

v x
A ( )

[0.1540,0.2340] [0.1107,0.2264] [0.1030,0.1861] [0.0931,0.1861] [0.0783,0.1456] [0.1355,0.2364] [0.1456,0.2264]

O
3

u x
A ( ) [0.4267,0.5644] [0.3775,0.5179] [0.6381,0.7525] [0.5142,0.6400] [0.6166,0.7495] [0.4756,0.6500] [0.4500,0.5880]

v x
A ( )

[0.1732,0.2736] [0.2393,0.3518] [0.0658,0.1612] [0.1030,0.2303] [0.0931,0.1831] [0.1189,0.2432] [0.1831,0.2739]

O
4

u x
A ( ) [0.3137,0.4654] [0.4447,0.5570] [0.5025,0.6193] [0.3195,0.4674] [0.3659,0.4931] [0.6550,0.7940] [0.3128,0.4391]

v x
A ( )

[0.2163,0.3240] [0.1917,0.3118] [0.1030,0.2115] [0.2572,0.3450] [0.2106,0.3058] [0.0595,0.1612] [0.2846,0.4243]

IVIFS
C
8

C
9

C
10

C
11

C
12

C
13

C
14

O
1

u x
A ( ) [0.4267,0.5394] [0.5225,0.6904] [0.5283,0.7021] [0.4313,0.5661] [0.5545,0.6400] [0.6457,0.7764] [0.6904,0.8345]

v x
A ( )

[0.1225,0.2590] [0.1355,0.2236] [0.1355,0.2115] [0.1355,0.2364] [0.1140,0.2340] [0.0500,0.1225] [0.0500,0.1000]

O
2

u x
A ( ) [0.4769,0.6292] [0.5686,0.7154] [0.6147,0.7154] [0.5787,0.6782] [0.6518,0.7428] [0.4892,0.6500] [0.5514,0.6904]

v x
A ( )

[0.1295,0.2300] [0.1316,0.2300] [0.0931,0.1936] [0.1189,0.2121] [0.1170,0.1732] [0.1355,0.2081] [0.1540,0.2572]

O
3

u x
A ( ) [0.4267,0.6031] [0.4546,0.6016] [0.4139,0.5897] [0.5142,0.6278] [0.4769,0.6673] [0.4809,0.6292] [0.4265,0.5811]

v x
A ( )

[0.1682,0.2928] [0.1612,0.2572] [0.1565,0.2590] [0.1540,0.2719] [0.1030,0.2081] [0.1355,0.2236] [0.1704,0.2572]

O
4

u x
A ( ) [0.2692,0.4091] [0.3018,0.4255] [0.2402,0.3803] [0.4980,0.6052] [0.5897,0.7590] [0.2284,0.3827] [0.2772,0.4277]

v x
A ( )

[0.2523,0.3807] [0.2264,0.3727] [0.2603,0.4122] [0.1392,0.2462] [0.0595,0.1355] [0.3234,0.4467] [0.3819,0.4975]
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Table 6. Calculations of differences in the ranks with respect to the membership about O1

u
O1

R u
O1
( ) u

O * R u
O*( ) d

u1
d
u1
2

[0.3755,0.5897] 3 [0.3137,0.4654] 4 -1 1

[0.4588,0.6352] 8 [0.3775,0.5179] 5 3 9

[0.4892,0.5897] 7 [0.4892,0.5897] 7 0 0

[0.4052,0.5686] 5 [0.5661,0.6904] 8 -3 9

[0.3018,0.4523] 1 [0.6147,0.7919] 12 -11 121

[0.3289,0.4800] 2 [0.6550,0.7940] 13 -11 121

[0.6147,0.7697] 12 [0.6147,0.7697] 11 1 1

[0.4267,0.5394] 4 [0.2692,0.4091] 3 1 1

[0.5225,0.6904] 10 [0.5686,0.7104] 9 1 1

[0.5283,0.7021] 11 [0.2404,0.3803] 2 9 81

[0.4313,0.5661] 6 [0.4313,0.5661] 6 0 0

[0.5545,0.6400] 9 [0.5897,0.7590] 10 -1 1

[0.6457,0.7764] 13 [0.2284,0.3827] 1 12 144

[0.6904,0.8345] 14 [0.6904,0.8345] 14 0 0

Table 7. Calculations of differences in the ranks concerning non-membership about O1

v
O1

R v
O1
( ) v

O*
R v

O*( ) d
v1

d
v1
2

[0.1456,0.2739] 11 [0.2163,0.3240] 10 1 1

[0.1225,0.2236] 4 [0.2393,0.3518] 11 -7 49

[0.1257,0.2617] 10 [0.1257,0.2617] 9 1 1

[0.1655,0.2893] 12 [0.0931,0.1861] 6 6 36

[0.1936,0.3201] 13 [0.0783,0.1456] 4 9 81

[0.3320,0.4427] 14 [0.0595,0.1621] 3 11 121

[0.0783,0.1831] 3 [0.0783,0.1831] 5 -2 4

[0.1225,0.2590] 9 [0.2523,0.3807] 12 -3 9

[0.1355,0.2236] 7 [0.1316,0.2300] 7 0 0

[0.1355,0.2115] 5 [0.2603,0.4122] 13 -8 64

[0.1355,0.2364] 8 [0.1355,0.2364] 8 0 0

[0.1140,0.2340] 6 [0.0595,0.1355] 2 4 16

[0.0500,0.1225] 2 [0.3234,0.4467] 14 -12 144

[0.0500,0.1000] 1 [0.0500,0.1000] 1 0 0
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Table 8. Calculations of differences in the ranks with respect to hesitation about O1

p
O1

R
O
p

1
( ) p

O*
R

O
p *( ) dp1 dp1

2

[0.1364,0.4789] 12 [0.2106,0.4700] 12 0 0

[0.1412,0.4187] 10 [0.1303,0.3832] 8 2 4

[0.1486,0.3851] 9 [0.1486,0.3851] 9 0 0

[0.1421,0.4293] 11 [0.1235,0.3408] 7 4 16

[0.2276,0.5046] 14 [0.0625,0.3070] 5 9 81

[0.0773,0.3391] 4 [0.0448,0.2855] 2 2 4

[0.0472,0.3070] 2 [0.0472,0.3070] 3 -1 1

[0.0339,0.4508] 8 [0.2102,0.4785] 13 -5 25

[0.0860,0.3420] 6 [0.0546,0.2998] 4 2 4

[0.0864,0.3362] 5 [0.2075,0.4995] 14 -9 81

[0.1975,0.4332] 13 [0.1975,0.4332] 11 2 4

[0.1260,0.3315] 7 [0.1055,0.3508] 6 1 1

[0.1011,0.3043] 3 [0.1706,0.4482] 10 -7 49

[0.0655,0.2596] 1 [0.0655,0.2596] 1 0 0

Table 9. Calculations of differences in the ranks concerning the membership about O2

u
O2

R u
O2
( ) u

O * R u
O*( ) d

u2
d
u2
2

[0.4892,0.6258] 2 [0.3137,0.4654] 4 -2 4

[0.5946,0.7275] 11 [0.3775,0.5179] 5 6 36

[0.5257,0.6904] 4 [0.4892,0.5897] 7 -3 9

[0.5661,0.6904] 8 [0.5661,0.6904] 8 0 0

[0.6147,0.7919] 14 [0.6147,0.7919] 12 2 4

[0.5631,0.6632] 5 [0.6550,0.7940] 13 -8 64

[0.5380,0.7154] 7 [0.6147,0.7697] 11 -4 16

[0.4769,0.6292] 1 [0.2692,0.4091] 3 -2 4

[0.5686,0.7154] 10 [0.5686,0.7104] 9 1 1

[0.6147,0.7154] 12 [0.2404,0.3803] 2 10 100

[0.5787,0.6782] 9 [0.4313,0.5661] 6 3 9

[0.6518,0.7428] 13 [0.5897,0.7590] 10 3 9

[0.4892,0.6500] 3 [0.2284,0.3827] 1 2 4

[0.5514,0.6904] 6 [0.6904,0.8345] 14 -8 64
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Table 10. Calculations of differences in the ranks concerning non-membership about O2

v
O2

R v
O2
( ) v

O*
R v

O*( ) d
v2

d
v2
2

[0.1540,0.2340] 13 [0.2163,0.3240] 10 3 9

[0.1107,0.2264] 7 [0.2393,0.3518] 11 -4 16

[0.1030,0.1861] 4 [0.1257,0.2617] 9 -5 25

[0.0931,0.1861] 2 [0.0931,0.1861] 6 -4 16

[0.0783,0.1456] 1 [0.0783,0.1456] 4 -3 9

[0.1355,0.2364] 11 [0.0595,0.1621] 3 8 64

[0.1456,0.2264] 12 [0.0783,0.1831] 5 7 49

[0.1295,0.2300] 9 [0.2523,0.3807] 12 -3 9

[0.1316,0.2300] 10 [0.1316,0.2300] 7 3 9

[0.0931,0.1936] 3 [0.2603,0.4122] 13 -10 100

[0.1189,0.2121] 6 [0.1355,0.2364] 8 -2 4

[0.1170,0.1732] 5 [0.0595,0.1355] 2 3 9

[0.1355,0.2081] 8 [0.3234,0.4467] 14 -6 36

[0.1540,0.2572] 14 [0.0500,0.1000] 1 13 169

Table 11. Calculations of differences in the ranks concerning hesitation about O2

p
O2

R
O
p

2
( ) p

O*
R

O
p *( ) dp2 dp2

2

[0.1402,0.3568] 12 [0.2106,0.4700] 12 0 0

[0.0461,0.2947] 2 [0.1303,0.3832] 8 -6 36

[0.1235,0.3713] 11 [0.1486,0.3851] 9 2 4

[0.1235,0.3408] 10 [0.1235,0.3408] 7 3 9

[0.0625,0.3070] 5 [0.0625,0.3070] 5 0 0

[0.1004,0.3014] 8 [0.0448,0.2855] 2 6 36

[0.0582,0.3164] 6 [0.0472,0.3070] 3 3 9

[0.1408,0.3936] 14 [0.2102,0.4785] 13 1 1

[0.0546,0.2998] 4 [0.0546,0.2998] 4 0 0

[0.0910,0.2922] 7 [0.2075,0.4995] 14 -7 49

[0.1097,0.3024] 9 [0.1975,0.4332] 11 -2 4

[0.0840,0.2312] 1 [0.1055,0.3508] 6 -5 25

[0.1419,0.3753] 13 [0.1706,0.4482] 10 3 9

[0.0524,0.2946] 3 [0.0655,0.2596] 1 2 4
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Table 12. Calculations of differences in the ranks concerning the membership about O3

u
O3

R u
O3
( ) u

O * R u
O*( ) d

u3
d
u3
2

[0.4267,0.5644] 2 [0.3137,0.4654] 4 -2 4

[0.3775,0.5179] 1 [0.3775,0.5179] 5 -4 16

[0.6381,0.7525] 14 [0.4892,0.5897] 7 7 49

[0.5142,0.6400] 12 [0.5661,0.6904] 8 4 16

[0.6166,0.7495] 13 [0.6147,0.7919] 12 1 1

[0.4756,0.6500] 9 [0.6550,0.7940] 13 -4 16

[0.4500,0.5880] 6 [0.6147,0.7697] 11 -5 25

[0.4267,0.6031] 5 [0.2692,0.4091] 3 2 4

[0.4546,0.6016] 7 [0.5686,0.7104] 9 -2 4

[0.4139,0.5897] 3 [0.2404,0.3803] 2 1 1

[0.5142,0.6278] 10 [0.4313,0.5661] 6 4 16

[0.4769,0.6673] 11 [0.5897,0.7590] 10 1 1

[0.4809,0.6292] 8 [0.2284,0.3827] 1 7 49

[0.4265,0.5811] 4 [0.6904,0.8345] 14 -10 100

Table 13. Calculations of differences in the ranks concerning non-membership about O3

v
O3

R v
O3
( ) v

O*
R v

O*( ) d
v3

d
v3
2

[0.1732,0.2736] 11 [0.2163,0.3240] 10 1 1

[0.2393,0.3518] 14 [0.2393,0.3518] 11 3 9

[0.0658,0.1612] 1 [0.1257,0.2617] 9 -8 64

[0.1030,0.2303] 4 [0.0931,0.1861] 6 -2 4

[0.0931,0.1831] 2 [0.0783,0.1456] 4 -2 4

[0.1189,0.2432] 6 [0.0595,0.1621] 3 3 9

[0.1831,0.2739] 12 [0.0783,0.1831] 5 7 49

[0.1682,0.2928] 13 [0.2523,0.3807] 12 1 1

[0.1612,0.2572] 8 [0.1316,0.2300] 7 1 1

[0.1565,0.2590] 7 [0.2603,0.4122] 13 -6 36

[0.1540,0.2719] 9 [0.1355,0.2364] 8 1 1

[0.1030,0.2081] 3 [0.0595,0.1355] 2 1 1

[0.1355,0.2236] 5 [0.3234,0.4467] 14 -9 81

[0.1704,0.2572] 10 [0.0500,0.1000] 1 9 81
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Table 14. Calculations of differences in the ranks concerning hesitation about O3

p
O3

R
O
p

3
( ) p

O*
R

O
p *( ) dp3 dp3

2

[0.1620,0.4010] 12 [0.2106,0.4700] 12 0 0

[0.1030,0.3832] 4 [0.1303,0.3832] 8 -4 16

[0.0863,0.2961] 2 [0.1486,0.3851] 9 -7 49

[0.1297,0.3828] 8 [0.1235,0.3408] 7 1 1

[0.0674,0.2903] 1 [0.0625,0.3070] 5 -4 16

[0.1068,0.4055] 7 [0.0448,0.2855] 2 5 25

[0.1381,0.3669] 5 [0.0472,0.3070] 3 2 4

[0.1041,0.4051] 6 [0.2102,0.4785] 13 -7 49

[0.1412,0.3842] 9 [0.0546,0.2998] 4 5 25

[0.1513,0.4296] 14 [0.2075,0.4995] 14 0 0

[0.1003,0.3318] 3 [0.1975,0.4332] 11 -8 64

[0.1246,0.4201] 11 [0.1055,0.3508] 6 5 25

[0.1472,0.3836] 10 [0.1706,0.4482] 10 0 0

[0.1617,0.4031] 13 [0.0655,0.2596] 1 12 144

Table 15. Calculations of differences in the ranks concerning membership about O4

u
O4

R u
O4
( ) u

O * R u
O*( ) d

u4
d
u4
2

[0.3137,0.4654] 7 [0.3137,0.4654] 4 3 9

[0.4447,0.5570] 10 [0.3775,0.5179] 5 5 25

[0.5025,0.6193] 12 [0.4892,0.5897] 7 5 25

[0.3195,0.4674] 8 [0.5661,0.6904] 8 0 0

[0.3659,0.4931] 9 [0.6147,0.7919] 12 -3 9

[0.6550,0.7940] 14 [0.6550,0.7940] 13 1 1

[0.3128,0.4391] 6 [0.6147,0.7697] 11 -5 25

[0.2692,0.4091] 3 [0.2692,0.4091] 3 0 0

[0.3018,0.4255] 5 [0.5686,0.7104] 9 -4 16

[0.2402,0.3803] 2 [0.2404,0.3803] 2 0 0

[0.4980,0.6052] 11 [0.4313,0.5661] 6 5 25

[0.5897,0.7590] 13 [0.5897,0.7590] 10 3 9

[0.2284,0.3827] 1 [0.2284,0.3827] 1 0 0

[0.2772,0.4277] 4 [0.6904,0.8345] 14 -10 100
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Table 16. Calculations of differences in the ranks concerning non-membership about O4

v
O4

R v
O4
( ) v

O*
R v

O*( ) d
v4

d
v4
2

[0.2163,0.3240] 7 [0.2163,0.3240] 10 -3 9

[0.1917,0.3118] 5 [0.2393,0.3518] 11 -6 36

[0.1030,0.2115] 3 [0.1257,0.2617] 9 -6 36

[0.2572,0.3450] 9 [0.0931,0.1861] 6 3 9

[0.2106,0.3058] 6 [0.0783,0.1456] 4 2 4

[0.0595,0.1612] 2 [0.0595,0.1621] 3 -1 1

[0.2846,0.4243] 12 [0.0783,0.1831] 5 7 49

[0.2523,0.3807] 10 [0.2523,0.3807] 12 -2 4

[0.2264,0.3727] 8 [0.1316,0.2300] 7 1 1

[0.2603,0.4122] 11 [0.2603,0.4122] 13 -2 4

[0.1392,0.2462] 4 [0.1355,0.2364] 8 -4 16

[0.0595,0.1355] 1 [0.0595,0.1355] 2 -1 1

[0.3234,0.4467] 13 [0.3234,0.4467] 14 -1 1

[0.3819,0.4975] 14 [0.0500,0.1000] 1 13 169

Table 17. Calculations of differences in the ranks concerning hesitation about O4

p
O4

R
O
p

4
( ) p

O*
R

O
p *( ) dp4 dp4

2

[0.2106,0.4700] 13 [0.2106,0.4700] 12 1 1

[0.1312,0.3636] 4 [0.1303,0.3832] 8 -4 16

[0.1692,0.3945] 7 [0.1486,0.3851] 9 -2 4

[0.1876,0.4233] 8 [0.1235,0.3408] 7 1 1

[0.2011,0.4235] 10 [0.0625,0.3070] 5 5 25

[0.0448,0.2855] 1 [0.0448,0.2855] 2 -1 1

[0.1366,0.4026] 6 [0.0472,0.3070] 3 3 9

[0.2012,0.4785] 12 [0.2102,0.4785] 13 -1 1

[0.2018,0.4718] 11 [0.0546,0.2998] 4 7 49

[0.2075,0.4995] 14 [0.2075,0.4995] 14 0 0

[0.1486,0.3628] 5 [0.1975,0.4332] 11 -6 36

[0.1055,0.3508] 3 [0.1055,0.3508] 6 -3 9

[0.1706,0.4482] 9 [0.1706,0.4482] 10 -1 1

[0.0748,0.3409] 2 [0.0655,0.2596] 1 1 1
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