
DOI: 10.4018/IJDCF.2019010109

International Journal of Digital Crime and Forensics
Volume 11 • Issue 1 • January-March 2019

﻿
Copyright © 2019, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

﻿

114

Breaking Steganography:
Slight Modification with Distortion Minimization
Zhenxing Qian, School of Computer Science, Fudan University, Shanghai, China

Zichi Wang, Shanghai Institute for Advanced Communication and Data Science, Key Laboratory of Specialty Fiber 
Optics and Optical Access Networks, Joint International Research Laboratory of Specialty Fiber Optics and Advanced 
Communication, Shanghai University, Shanghai, China

Xinpeng Zhang, School of Computer Science, Fudan University, Shanghai, China

Guorui Feng, School of Communication and Information Engineering, Shanghai University, Shanghai, China

ABSTRACT

This article describes how to overcome the shortage of steganalysis for small capacity-based 
embedding. A slight modification method is proposed to break steganography. For a given image, 
traditional steganalysis methods are first used to achieve a preliminary result. For the “clear” image 
judged by steganalysis, it is still suspicious because of the incompleteness of steganalysis for small 
capacity. Thus, slight modifications are made to break the possibility of covert communication. 
The modifications are made on the locations with minimal distortion to guarantee high quality of 
the modified image. To this end, a proposed distortion minimization based algorithm using slight 
modification. Experimental results show that the error rate of secret data extraction is around 50% 
after implementation, which indicates that the covert communication of steganography is destroyed 
completely.
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INTRODUCTION

Digital image steganography aims to transmit data secretly by embedding secret data into cover 
image (Zhang, 2016). Nowadays, the plentiful images transmitted over the social network provide 
convenience for steganography. How to break steganography is becoming a troublesome issue. 
Steganalysis attempts to reveal the presence of the embedded data. As shown in Figure 1, however, 
because of the missing detection error of steganalysis, the images judged as “clear” by steganalysis 
are still possible carried small amount of secret data. Therefore, some slight modifications should 
be made to prevent the still possible covert communication. On the other hand, the images judged as 
“stego” by steganalysis are still possible innocent because of the false alarm error. There are many 
kind of image processing operations frequently used on the images transmitted over social network, 
such as denoising, recompression, and beautification. So, the false alarm error may be caused by these 
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image processing operations instead of steganography. In this case, it is inappropriate to intercepte 
all the “stego” images. So, these images can also be processed as same as the “clear” image to stop 
the quite possible covert communication if the evidence is not enough to declare the guilty of the 
images. In this way, the combat against steganography is victorious, and meanwhile, the innocent 
images are transmitted over the social network as usual.

In addition, for early steganographic methods which increase the security performance by 
decreasing the quantity of embedding changes (Frdrich & Soukal, 2006;Zhang & Wang, 2006; 
Zhang, Zhang & Wang, 2008), current machine learning based steganalytic methods (Kodovsky, 
Fridrich & Holub, 2012; Fridrich & Kodovsky, 2012; Holub & Fridrich, 2014; Denemark, 
Sedighi, Holub, Cogranne & Fridrich, 2014; Song, Liu, Yang, Luo & Zhang, 2015) perform 
excellent detectability. But for modern steganographic methods (Holub & Fridrich, 2013, Li, 
Wang, Huang & Li, 2014, Sedighi, Fridrich & Cogranne, 2015, Guo, Ni, Su, Tang & Shi, 2015; 
Wang, Zhang & Yin, 2016) which improve security performance by minimize the additive 
distortion between a given cover object and its stego version (Filler, Judas & Fridrich, 2011, 
Filler & Fridrich, 2010), steganalysis becomes powerless to verdict the presence of secret data 
especially for the case of small capacity. Recently, adaptive steganalysis (Denemark, Boroumand 
& Fridrich, J. 2016; Yu, Li, Cheng, Zhang, 2016; Tang, Li, Luo & Huang, 2016) improves the 
detectability observably. In adaptive steganalysis, different weights are assigned to different 
cover elements in feature extraction. For the elements with high modifying probabilities, larger 
weights are assigned since these elements contribute more to steganalysis and vice versa. 
For small capacity, however, these methods still not perform satisfactory detectability. The 
detection for small capacity is still a to be resolved problem. In other words, the approach to 
break steganography is still undiscovered.

Actually, to break the covert communication of steganography, steganalysis is not the only 
choice. For a suspicious image, the possibly existing secret data can be destroyed by modifying the 
image although it is difficult to judge whether the image is stego or not. In this way, there is no secret 
data can be transmitted via the modified image. Thus, the threat from steganography is disappeared.

This paper proposes a slight modification method to break steganography. Some slight 
modifications are made on a suspicious image to break the extracting of secret data. And these 
modifications are made on the locations with minimal distortion to guarantee high quality of the 
modified image. Experiment results show that the secret data cannot be extracted from the modified 
image, and the modified image keeps a high quality comparing with the given image.

Figure 1. The combat against steganography
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PROPOSED METHOD

The framework of the proposed method is shown in Figure 2. For a suspicious image, modern 
steganalytic methods which is based on feature extraction and classification judgment are employed 
firstly. After steganalysis, if the image is judged as “clear”, something should be done to prevent the 
still possible covert communication. Otherwise, it can be intercepted to stop the covert communication 
or also processed as same as the “clear” image.

For the “clear” image, a modifying priority calculation method is employed to get the priority 
value of each element. The priority value is in inverse proportion to image distortion caused by 
modifying the element. According to the modification rate, a part of elements with maximal priority 
values are modified by plus or minus 1 to break the still possible covert communication. In this way, 
the modifications are gathered in the areas with minimal distortion. Thus, high quality of the modified 
image is guaranteed, as well as the image’s usability. The details are as follows.

Priority Calculation and Location Decision
In modern adaptive steganographic methods, secret data is embedded in whole image via STC 
(syndrome trellis coding) (Filler, T., Judas, J., & Fridrich, J. 2011). With STC, the additive distortion 
between cover and stego image is minimized under a user-defined distortion function. As shown in 
Figure 3, after distortion function calculation, the cover image, distortion function, and secret data 
are inputed into STC to output the stego image. Denote the stego image as y = [ y1, y2, …, yn ], thus 
the secret data m can be extracted in a straightforward manner using Equation (1),

m Hy= 	 (1)

where H is a low-density parity-check matrix determinedd via embedding speed, embedding efficiency 
and payload. The construction of H is unknown to the attacker, so it is impossible to design targeted 
attack scheme. Because of the secret data is embedded in whole image, the degree of breaking on secret 
data is dependent on the amount of modifications instead of locations. Therefore, the modifications 

Figure 2. Framework of proposed method

Figure 3. Steganography with STC
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can be made on the locations with minimal distortion to guarantee high quality of the modified image, 
thereby guaranteeing the image’s usability. And the degree of breaking on secret data would not be 
influenced by this selection.

In the framework of STC, the distortion function allots an embedding cost for each cover element. 
Where the embedding cost quantifies the effect for modifying a cover element, that is to quantify the 
image distortion caused by modifying the element. So, the embedding cost used in steganography 
can be employed in the proposed method to calculate the priority value.

For a image contains n elements (pixel for uncompressed image or DCT coefficient for JPEG 
image), the i-th elements is denoted as xi, where i∈{1, 2, …, n}. In modern adaptive steganographic 
methods, a embedding cost is allocated for each xi to measure image distortion caused by modifying 
it. Assume there are w steganographic methods employed to calculate the embedding cost. Denote 
the embedding cost for xi calculated by j-th steganographic method as ρ

i
j , where j∈{1, 2, …, w}. In 

other words, there are w embedding costs for each element.
The steps to calculate the priority value are as follows.

I. 	 As shown in Equation (2), restrict the value range of the embedding cost ρ j = [ ρ
1
j , ρ

2
j , …, 

ρ
n
j ] into [0,1]. Execute this step for all the w steganographic methods respectively. In this 

way, the embedding costs calculate by the w steganographic methods are restricted in the 
same value range;

ˆ
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II. 	 Calculate the average value ρ
i
 of the w new embedding costs { ρ̂
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2 , …, ρ̂
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w } using Equation 

(3) to obtain the synthetical measurement of image distortion caused by modifying xi ;
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III. 	As shown in Equation (4), calculate the priority value θi which is in inverse proportion to image 
distortion. Where ε is a parameter used to avoid the value of denominator becoming zero. Its 
value is tiny and set as 10-10;

θ
ρ εi
i

=
+
1 	 (4)

Denote the modification rate as r (0 < r < 1). The value of r should large enough to guarantee 
the possibly existing secret data is destroyed completely. Meanwhile, the value should as small as 
possible to guarantee high quality of the modified image. More details about the determination of r 
will be discussed in the next Section. Sort priority value {θ1, θ2, …, θn} in descending order. After 
sorting, denote the sorted priority value as { ′θ

1
, ′θ

2
, …, ′θ

n
}, the image elements corresponding to {

′θ
1

, ′θ
2

, …, ′θ
n

} as { ′x
1

, ′x
2

, …, ′x
n

} respectively. Then the k = round(r × n) elements { ′x
1

, ′x
2

, …, 
′x
k

} would be modified by plus or minus 1. The embedding manner in modern steganographic 
methods is ternary embedding. In this embedding manner, the modifications are not only involves 
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LSB (Least Significant Bit). So, in order to break the secret data completely, the manner of modification 
in the proposed method is plus or minus 1 instead of modify LSB only.

Estimation Based Modification

After the locations { ′x
1

, ′x
2

, …, ′x
k

} are decided, these locations would be modified by plus or minus 
1. Because of the correlation of natural image, modifications with different polarity make different 
influence on image. In other words, the influence on image made by +1 and -1 modification is not 
equivalent. To further improve the quality of modified image, we made a choice on the polarity of 
modification. The details are as follows.

To determine the polarity of modification, a rule is proposed for both uncompressed 
image and JPEG image, which is called correlation prior rule. The correlation between image 
elements is a typical character in natural image (Zhang, X. P. 2011), it is helpful to improve 
image quality by enhancing correlation (Wang, Z., Bovik, A., Sheikh, H., & Simoncelli, 
E. 2004). Thus, it is a advisable choice to make the modifications towards the direction to 
enhance correlation.

For each element xi, a prediction value �x
i
 is defined to promote the selection of polarity of 

modification. In a two-dimension image sized M × N, xi is rewrote as xu,v, where u ∈{1, 2, …, 
M}, v ∈{1, 2, …, N }. For uncompressed image, the prediction value of xu,v is defined in Equation 
(5), which is the average value of the four neighbourhood pixels. In JPEG image, the inter-block 
correlation is stronger than intra-block correlation (Wang, Z. C., Yin, Z. Y., & Zhang, X. P., in 
press). Thus the prediction value is defined in Equation (6), which is the average value of the 
four coefficients located in the same coordinate of the four neighbourhood DCT blocks. The 
nonexistent element which is out of the image boundary would be obtained by element symmetric 
padding. For example, xu+1,v is obtained by copying xu-1,v when it is out of the image boundary, 
and vice versa.

�x
x x x x
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,

, , , ,=
+ + +− + − +1 1 1 1

4
	 (5)

�x
x x x x

u v

u v u v u v u v

,

, , , ,=
+ + +− + − +8 8 8 8

4
	 (6)

Finally, the k elements { ′x
1

, ′x
2

, …, ′x
k

} are modified using Equation (7). Where ′′x
i

is the 
element of modified image described in Figure 2. Thus, the locations to be modified are distortion 
preferentially selected. Note that the overflow of element value is nonexistent in Equation (7).
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In addition, there is another modification manner for JPEG image. That is decompress JPEG 
image into spatial domain firstly and then modify the pixels. Finally, recompress the image into DCT 
domain with same quality factor. In this manner, there are some additional and unnecessary work 
required for the attacker. It would cause the increasing of computational complexity. So we modify 
the DCT coefficients of JPEG image directly.
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EMPIRICAL MODIFICATION RATE DETERMINATION

As mentioned above, the modification rate r should large enough to guarantee the possibly existing 
secret data is destroyed completely. And meanwhile, the value also should as small as possible to 
guarantee high quality of the modified image. The details to determine the value of r are as follows.

Four gray images sized 512 × 512, Lena, Man, Lake, and Baboon, shown in Figure 4, are used as 
cover images to find the suitable modification rate r. The popular adaptive steganographic methods 
HILL (Li, Wang, Huang & Li, 2014) and SUNIWARD (Holub & Fridrich, 2013) for uncompressed 
image, JUNIWARD (Holub & Fridrich, 2013) and UED (Guo, Ni & Shi, 2014) for JPEG image are 
employed to obtain the stego image. The payload is set as 0.05 bpp (bit per pixel) for uncompressed 
image and 0.05 bpnzac (bit per non-zero AC coefficient) for JPEG image, which is a small payload 
that steganalysis helplessness.

To calculate the priority value used to select suitable locations for modification, the distortion 
function of JUNIWARD, UERD (Guo, Ni, Su, Tang & Shi, 2015), and HDS (Wang, Zhang & Yin, 
2016) is employed to calculate the distortion value for JPEG image. And the distortion function of 
HILL, SUNIWARD, and WOW (Holub & Fridrich, 2012) is used to calculate the distortion value 
for uncompressed image.

Figure 5 shows the relationship between data extracting error and modification rate for four 
uncompressed image Lena, Man, Lake, and Baboon. For JPEG image, the relationship between data 
extracting error and modification rate is shown in Figure 6 ~ 8. Where the quality factor QF are set 
as 50, 70, and 90.

Figure 4. Cover images (a) Lena. (b) Man. (c) Lake. (d) Baboon

Figure 5. Relationship between data extracting error and modification rate for uncompressed image with payload 0.05 bpp and 
(a) HILL. (b) SUNIWARD
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It can be seen from Figure 5 that the variation between data extracting error and modification 
rate for uncompressed image performs similar tendency for different images. To guarantee the 
possibly existing secret data destroyed completely and keep a high quality of the modified image 
simultaneously. The value of r is determined as 0.01 for uncompressed image where the ratio of data 
extracting error is larger than 45% for all images.

For JPEG image, it can be concluded from Figure 6 ~ 8 that data extracting error is in inverse 
proportion to quality factor with same ratio of modifications. In other words, the necessary amount 
of modifications is in proportion to quality factor. In our opinion, the reason of this observation is 
related to the mechanism of JPEG compression. As we know, the quantization step is in inverse 
proportion of QF. For a given image, a small QF means larger quantization step and less non-zero 
AC coefficients. Thus, for a same payload (bit per non-zero AC coefficient) in DCT domain, a small 
QF means less capacity (bit). Therefore, for a small QF, a few amount of modifications made in 
DCT domain can cause completely destroy of secret data. Conversely, for a big QF, more amount 
of modifications is necessary.

Figure 6. Relationship between data extracting error and modification rate for QF = 50 with payload 0.05 bpnzac and (a) 
JUNIWARD. (b) UED

Figure 7. Relationship between data extracting error and modification rate for QF = 70 with payload 0.05 bpnzac and (a) 
JUNIWARD. (b) UED
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Specifically, for the cases of QF = 50, 70, and 90, the suitable value of r can be determined as 
0.0025, 0.004, and 0.0055 respectively following the same criterion with uncompressed image. For 
other scale factors, the value of r can be calculated for JPEG image using Equation (8), which is 
obtained using linear fit,

r
QF

=
⋅ −











max , .

75 1250

10
0 0025

6
	 (8)

where 1 ≤ QF ≤ 100. It can be calculated that the range of r is 0.0025 ≤ r ≤ 0.00625. The maximal 
value 0.00625 for JPEG image is smaller than 0.01 for uncompressed image. This phenomenon also 
verified the above analysis for JPEG image.

QUALITY OF MODIFIED IMAGE

In this section, the criterion employed to evaluate the image quality is PSNR (Peak Signal to Noise 
Ratio) and a universal quality index SSIM (Wang & Bovik, 2002). The two criterions is designed for 
uncompressed image. For JPEG image, it would be decompressed into spatial domain firstly. While 
PSNR simply indicates the energy of distortion caused by modification, SSIM combines correlation 
loss, luminance distortion and contrast distortion (Zhang, X. P. 2012). Higher PSNR or SSIM means 
better quality. The range of PSNR and SSIM are 0 < PSNR ≤ +∞ and 0 ≤ SSIM ≤ 1 respectively.

The quality of modified uncompressed image is shown in Table 1, and quality of modified JPEG 
image is shown in Table 2. Where “Rand” means the locations to be modified are selected randomly.

Table 1 ~ 2 indicate that the image keeps a excellent quality after modified using the proposed 
method, and the image quality is improved observably when the locations to be modified are distortion 
preferentially selected. Numerically, for JPEG image with QF = 50, the PSNR for Lena can be 
improved by 15.3dB and SSIM for Lena can be improved by 10.605% . For QF = 70, the PSNR for 
Baboon can be improved by 15.9dB and SSIM for Lena can be improved by 10.211%.

To demonstrate the improvement of the proposed method compared with “Rand” manner 
adequately, 1000 images are randomly selected from image dataset BOSSbass ver. 1.01 (Bas, P., 
Filler, T., & Pevný, T. 2011) and compressed into JPEG image with quality factor QF = 50, 70 and 
90. The comparison of image quality is shown in Figure 9.

Figure 8. Relationship between data extracting error and modification rate for QF = 90 with payload 0.05 bpnzac and (a) 
JUNIWARD. (b) UED
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From Figure 9 we can see that the average quality of the 1000 images is also improved for all 
cases via distortion preferentially selecte the modifying locations, and the average quality keeps on 
a high level. For example, average quality index SSIM of the images modified using the proposed 
method is always extraordinarily close to 1, which means tiny distortion in the modified image. 
For PSNR, the improvement is more than 10dB for all cases compared with “Rand” manner. These 
observations further demonstrate the effectiveness of the proposed method.

There is another approach to break steganography except the proposed method and the “Rand” 
manner. That is use the current steganography method to embed messages again. The comparison 
between the proposed method with current steganographic method to break steganography tested on 
four JPEG images with SSIM is shown in Table 3. Where “CSM” means the four JPEG images are 
embedded by UED with a necessary payload to break steganography completely.

It can be seen from Table 3 that the “CSM” manner is not performed well with the proposed 
method. In addition, the “CSM” manner would be impracticable due to the lack of the knowledge of 
the steganographic method employed for embedding.

CONCLUSION

This paper proposes a slight modification method to break steganography by making some slight 
modifications on the suspicious image filtrated by steganalysis. The quantity of the modifications 
made on the suspicious image is large enough to completely destroy the possibly existing secret 

Table 2. Image quality of four JPEG images

Lena Man Lake Baboon

QF = 50
r = 0.0025

PSNR (dB)
Proposed 53.0 52.7 52.9 53.7

Rand 37.7 37.6 37.6 37.6

SSIM
Proposed 0.99981 0.99975 0.99986 0.99991

Rand 0.89376 0.93583 0.91605 0.97441

QF = 70
r = 0.004

PSNR (dB)
Proposed 55.2 55.1 55.4 55.8

Rand 39.9 40.2 39.9 39.9

SSIM
Proposed 0.99988 0.99988 0.99993 0.99995

Rand 0.89777 0.94327 0.92796 0.98102

QF = 90
r = 0.0055

PSNR (dB)
Proposed 64.1 64 64.5 64.7

Rand 48.2 48.2 48.3 48.1

SSIM
Proposed 0.99998 0.99998 0.99999 0.99999

Rand 0.97271 0.98411 0.98367 0.99704

Table 1. Image quality of four uncompressed images with r = 0.01

Lena Man Lake Baboon

PSNR (dB)
Proposed 68.1 68.1 68.1 68.1

Rand 68.1 68.1 68.1 68.1

SSIM
Proposed 0.99999 0.99999 0.99999 0.99999

Rand 0.99974 0.99973 0.99982 0.99997
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data. Meanwhile, these modifications are made on the locations with minimal distortion. So the high 
quality of the modified image is guaranteed. Experiment results show that the covert communication 
of steganography is destroyed completely after the proposed method is implemented. For further 
study, it is significant to determine the modification rate by theoretical derivation instead of 
experiment observation.
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Figure 9. Average image quality of 1000 JPEG images with different quality metrics. (a) PSNR. (b) SSIM

Table 3. Image quality comparison of proposed method and current steganographic method with SSIM

Lena Man Lake Baboon

QF = 50
Proposed 0.99981 0.99975 0.99986 0.99991

CSM 0.99971 0.99948 0.99946 0.99966

QF = 70
Proposed 0.99988 0.99988 0.99993 0.99995

CSM 0.99983 0.99968 0.99960 0.99985

QF = 90
Proposed 0.99998 0.99998 0.99999 0.99999

CSM 0.99996 0.99992 0.99992 0.99997
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