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ABSTRACT

The multi-attribute decision-making method based on online reviews has been widely used in 
addressing the hotel selection problem. However, due to information overload and the presence of 
fake reviews, traditional hotel selection methods that rely solely on unverified review analysis can 
affect the outcome of hotel selections. In this study, a novel three-dimensional helpful review analysis 
model based multi-attribute decision-making approach for hotel selection is established. Firstly, a new 
three-dimensional helpful review analysis model that effectively filters out sentiment inconsistency 
reviews, topic inconsistency reviews, and reviews from invalid sources is proposed. Secondly, this 
study employs TF-IDF and LDA to extract attributes for hotel selection. We further utilize BERT to 
extract sentiment level for each attribute. Then, a ranking result for alternative hotels is obtained using 
a combination compromise solution method (CoCoSo). Finally, we demonstrate its effectiveness and 
feasibility through a case study of selecting the optimal hotel from TripAdvisor.com.
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In recent years, with the popularization of new transportation tools, the time and material costs 
of people’s travel have been reduced, which expands people’s travel radius. The distance between 
the consumer and the destination makes it necessary to plan the travel well in advance, and it can 
be difficult to find a suitable hotel in time. Therefore, travel-reservation websites have become an 
important channel for consumers to understand and choose travel destinations, hotels, restaurants, 
and other travel-related products. Through the hotel-related information provided by the website, 
including photos, locations, and prices (Yu, 2024), consumers can obtain some level of knowledge 
about potential hotel choices. However, the specific details of the stay experience may need to be 
learned about through online reviews. Therefore, online reviews, which can provide consumers with 
multidirectional information about hotels, are playing an increasingly important role in hotel selection. 
Online reviews include many parts, such as review title, review content, and star rating. However, 
the explosive growth of online reviews has also produced some negative effects, such as information 
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overload and the problem of fake reviews (Wang et al., 2020). Discovering how to identify helpful 
reviews and derive useful information from them is the key to solving the above problem. Existing 
studies have investigated online reviews from multiple perspectives. However, there are still some 
limitations, as follows.

The existing hotel-selection methods based on online reviews ignore the impact of online review 
helpfulness on decision-making (Wu et al., 2022; Qin et al., 2022). Hotel selection is a nonexpert 
decision, and online reviews can inform that purchase decision (Casalo et al., 2015; Qin et al., 2022; 
Wu et al., 2022). The existence of a large number of invalid reviews will affect the decision-making 
results and efficiency of consumers (Kauffmann et al., 2020; Song et al., 2023). Hotel selection based 
on helpful reviews can improve decision-making results and consumer satisfaction. Therefore, before 
online reviews are used to help consumers make decisions, it is necessary to analyze their helpfulness 
so that invalid reviews can be identified and excluded from influencing the final decision.

The helpfulness of reviews is usually analyzed from two aspects: textual features and non-textual 
features. Textual features mainly include sentiment analysis of the reviews as well as textual aspects. 
Most of the previous research on review helpfulness has analyzed the helpfulness of reviews in terms 
of textual features only while ignoring the impact of non-textual features. Non-textual features are 
an important part of online reviews (Siering et al., 2018; Liu & Park, 2015; Zhang et al., 2016), and 
most of the existing research has also demonstrated that non-textual features have an impact on review 
helpfulness. Therefore, it is necessary to choose a reasonable non-textual feature-analysis method.

To solve the above limitations, a new hotel-selection method with three-dimensional review-
helpfulness analysis based on the helpfulness of reviews combined with the textual and non-textual 
characteristics of reviews is proposed to assist consumers in hotel selection. This method analyzes 
review helpfulness from review star sentiment consistency, review title content, text consistency, 
and key-user identification. The sentence-to-sentence attention network (S2SAN) method and the 
long short-term memory (LSTM) method are used to analyze the sentiment consistency and text 
consistency. The above two methods analyze review helpfulness in terms of textual features. Then 
the recency-frequency-monetary (RFM) model is utilized for key-user identification to analyze the 
review helpfulness from non-textual features. This can solve the problem of analyzing from only one 
side of the feature and lacking comprehensive consideration. At the same time, the RFM model also 
solves the problem of lack of theoretical basis in feature selection of non-textual features.

After the helpfulness of review analysis, a comprehensive weight method for combining 
subjective and objective weights is devised: 1) the objective weight is calculated using the term 
frequency–inverse document frequency (TF-IDF) model; 2) the subjective weight is obtained by the 
decision-making trial and evaluation laboratory (DEMATEL) method. The combined compromise 
solution (CoCoSo) method is utilized to calculate the final score of each hotel alternative to assist 
consumers to make decisions.

Literature Review

In the past few years, the impact of online-review helpfulness on hotel selection has received extensive 
attention from researchers. This section provides a brief literature review focusing on hotel-selection 
methods based on online reviews and review helpfulness.

Hotel-Selection Methods Based on Online Reviews
As hotel selection is typically a nonexpert decision, online reviews can provide information for the 
purchase decision. Therefore, hotel selection based on online-review information has attracted the 
attention of some scholars.

For example, Sharma et al. (2019) studied the sentiment polarity of hotel-evaluation attributes in 
reviews and sorted hotels by combining the subsets to help consumers make choices. Peng et al. (2018) 
thought that the existing model is not enough to cope with the massive amount of online information 
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and ignored the influence of the internal connection of different attributes on consumer decision-
making. They proposed a new hotel-decision support model, which uses a probabilistic linguistic 
term set (PLTS) to statistically summarize online-review information. Combined with probabilistic 
linguistic integrated cloud, online reviews are further processed, and hotel ranking results are output 
through a hotel-selection model.

Nie et al. (2020) constructed a new semantic segmentation sentiment dictionary and conducted 
sentiment analysis on online reviews through this dictionary; then they built a decision matrix to get 
hotel rankings. Mishra et al. (2023) examined the factors that influence the impact of online reviews 
and found that the perception of usefulness and the factors influencing customers’ views on online 
evaluations play a significant role in determining the helpfulness of the review process. Chang et 
al. (2023) constructed a Kansei-related dictionary toward hotel domain by Kansei text-mining from 
online reviews; then a group hotel ranking based on group affective preference was interactively 
generated to meet the personalized group demands.

Qiu et al. (2024) proposed a hybrid method based on BERT and TF-IDF and extracted the 
evaluation attributes of bed and breakfasts from Airbnb’s online reviews. Ji et al. (2023) identified 
user needs by analyzing online reviews, which in turn assisted the group in completing hotel selection 
based on the preferences of various subgroups of the group. Li et al. (2005, 2009) developed multi-
criteria decision-making methods with linguistic variables and uncertainty information; based on this, 
Yu et al. (2018) proposed a multi-criteria decision-making method with fuzzy linguistic distribution 
based on online reviews.

From the existing research results, it can be found that the research focus is on sentiment analysis 
of online reviews and hotel feature extraction (Zhang et al., 2022; Tsai et al., 2020; Usama et al., 
2020). These studies do not consider the helpfulness filtering of online reviews as the source of data. 
In fact, online platforms contain a large amount of invalid data, including false data, which will affect 
the selection results and then mislead consumers into making wrong decisions.

Review Helpfulness
In the decision-making problem, review helpfulness is actually a measure of the perceived value of 
the information contained in reviews in the decision-making process (Siering et al., 2018). But fake 
reviews can’t provide helpful information. They are designed to influence consumers’ opinions or 
behavior by making untrue claims or defamatory statements about a product or service. Therefore, 
for users who need to decide which hotel is appropriate for their trip, fake and unreliable reviews can 
mislead them into making wrong decisions, rendering these reviews unhelpful. Conversely, real and 
reliable reviews can assist users in their hotel-selection decisions. Hence, helpful reviews should not 
only eliminate false reviews but also exclude unreliable ones. The helpfulness of online reviews is 
analyzed below in terms of both textual and non-textual features.

Some scholars have studied the review helpfulness from text features. For example, Mitra and 
Jenamani (2021) considered the degree of influence of semantic and syntactic features of reviews on 
the review helpfulness and obtained the influence weights of each feature on the helpfulness of reviews 
under different datasets through empirical research and analysis. Zhou et al. (2020) analyzed the online 
review data and found that the similarity between the review title and the review text has a positive 
impact on the helpfulness of the review. Chatterjee (2020) analyzed the impact of emotional intensity 
in reviews on the helpfulness of reviews. Zheng et al. (2021) identified unreliable consumer reviews 
with biased ratings by predicting review scores from review texts and comparing them with ratings 
given by consumers. Compared with existing studies, this method analyzes both textual consistency 
and sentiment consistency, which can eliminate some fake reviews with inconsistent titles and contents 
as well as inconsistent sentiments. However, it is not enough to analyze the review helpfulness only 
from the text features; the reviewer is also an important factor affecting the review helpfulness.

Other scholars have analyzed the review helpfulness from the perspective of non-textual features. 
For example, Siering et al. (2018) analyzed review helpfulness in conjunction with the consideration 
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of reviewer-related factors and found experimentally that reviewer-related factors produced a greater 
impact than review-text factors. Liu and Park (2015) considered the openness of the reviewer’s 
information as well as the reputation of the reviewer in their study of review helpfulness and found 
that both factors had a positive impact on review helpfulness. For non-textual features, most of the 
existing studies considered the relevant features of reviewers (Javed et al., 2021; Malik, 2020), but 
there was no systematic study on the relationship between features. As a mature key-user mining model 
in marketing, the RFM model has a certain theoretical basis. Cheng and Chen (2009) and Sarvari et 
al. (2016) have verified the effectiveness of this model, but there is no research on the application of 
RFM in the identification of review sources for review-helpfulness analysis.

To sum up, the above research analyzes the characteristics of hotel-selection problems based on 
online reviews and proposes feasible decision-making methods, but there are still two major problems:

•	 Review helpfulness: the existence of a large number of invalid reviews will affect the decision-
making results and efficiency of consumers. Hotel selection based on helpful reviews can improve 
the accuracy of decision-making results and consumer satisfaction.

•	 Non-textual feature-selection problem: the combination of non-textual features without theoretical 
basis has different degrees of relevance and contradiction, which is difficult to deal with in the 
decision-making process.

Therefore, based on the helpfulness of reviews, this paper proposes a new hotel-selection method 
with three-dimensional review-helpfulness analysis, combining the textual and non-textual features of 
reviews, to assist consumers in hotel selection. In terms of textual features, reviews are analyzed from 
the perspective of star rating and sentiment consistency of reviews, as well as the textual consistency 
of review titles and content; in the aspect of non-textual features, the RFM model is used to identify 
the reviewers so as to comprehensively consider the helpfulness of the reviews. The helpful reviews 
obtained after screening are used for multi-attribute decision-making to help consumers select hotels.

Preliminaries

The Sentence-to-Sentence Attention Neural Network Method
Consumers’ online reviews usually include feelings about the purchased goods or services. Analyzing 
the emotion included in consumer reviews is a problem to be solved in the existing research on online 
reviews. Attention-based neural networks have achieved remarkable results in some natural language 
processing tasks (Usama et al., 2020). The attention mechanism is a human simulation that assigns 
more weight to useful information (Min et al., 2020). Unlike traditional text, the online review is a 
highly colloquial text and does not necessarily have the sequential relationship between sentences 
as in traditional text (Fu et al., 2020). Therefore, attention-based neural networks can be used for 
sentiment analysis of online reviews. Existing research still focuses mainly on word-level attention. 
Although some studies have further considered sentence-level attention, sentence-level attention in 
these studies was also derived by calculating word-level attention. Calculating word-level attention 
usually takes into account the sequential relationship between words, and there is no obvious sequential 
relationship between sentences in reviews. Therefore, calculating sentence-level attention by analogy 
in a word-level way may add unnecessary complexity.

S2SAN (Wang et al., 2021) is the sentiment-classification model based on a sentence-to-sentence 
attention neural network, which uses self-attention instead to build a hierarchical attention framework. 
Generally, for word aspect, BI-GRU-ATT is used for encoding in S2SAN. For sentence aspect, self-
attention is used to encode. Then it obtains a document representation. The hierarchical attention 
network (HAN) mechanism (Cheng et al., 2017) is a deep-learning model for processing textual data 
that automatically learns and attends to important information in the input text. The model performs 
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well in processing text data with hierarchical structure. Compared to HAN, the accuracy of the model 
is improved by 1.2% and the training time is reduced by 25%. The sentence-to-sentence attention in 
the model is shown in Fig. 1.

The specific calculation steps are as follows.

Step 1: Use GRU units to encode the words.

After input embedding, GRU units are used to encode the words in the sentence and input them 
to the attention layer for attention calculation, and the output of the attention layer is the sentence 
representation. The hierarchy of review r is shown by (1):
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where M is the total number of sentences in the review, N is the number of words in each sentence, 
and d is the dimension of each word vector.

Step 2: Obtain the word representation model h
n
m .

Figure 1. Sentence Attention in S2SAN (Wang et al., 2021)
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After computing the semantic representation of the review r ∈ ⋅ ⋅RM N d , the word representation 
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Step 3: Calculate the word attention weight a
n
m .

In sentence m, the attentional weight of word n is computed by (5) and (6).

u tanh W h b
n
m

w n
m

w
= +( ) 	 (5)

a
n
m

w n
msoftmax u u= ⋅( )T 	 (6)

where a
n
m  represents the attention weight calculated by word n in sentence m, u

n
m  is the word-level 

context, and W
w

 and b
w

 are the weight matrix and the bias, respectively.

Step 4: Calculate sentence attention vector weights.

Multiply and sum the hidden output of each word h
n
m  with the attention weight a

n
m  to get the 

attention weight vector for the whole sentence in (7):

v h
s i

S

n
m

n
m= ⋅

=∑ 1
a 	 (7)

where v
s

 represents the sum of attention of all words in sentence S, a
n
m  represents the attention 

weight of word n in sentence m, and S  represents the length of the sentence sequence S.

Step 5: Scaled dot-product attention is used to calculate attention.
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where Q = K = V = v v v
s s sn

T

1 2
, , ,…( )  is a copy of the sentence representation. d

k
 is a constant 

that has a supervisory effect to prevent the inner product from becoming too large; d
k

 is usually 
set to 64.

Step 6: The final document representation is then obtained through a global homogenization pool 
operation. Finally, the document representation vector is fed into a softmax classifier to predict 
the sentiment polarity of review r.

The LSTM Method
LSTM is a mature recurrent neural network model that has many applications in natural language 
processing. In the existing research, some scholars have used the LSTM model to analyze semantic 
similarity. Based on the structural characteristics of LSTM itself, the similarity of two sentences of 
different lengths can be compared. Based on the LSTM model, the Manhattan LSTM (Mueller & 
Thyagarajan, 2016) model processes one text in the sample pair through two LSTM networks with 
shared weights. The model uses Manhattan distance as a new metric, and the experimental results are 
better than Euclidean distance and cosine similarity. With Manhattan distance, complex semantics 
can be modeled using simple LSTM models.

The RFM Method
The RFM model is a well-established model in marketing that is designed to analyze users from three 
main indicators, namely recency, frequency, and monetary. In the traditional RFM model (Sarvari et 
al., 2016; Wang et al., 2021), recency represents the time interval between the customer’s last purchase 
and the current one, frequency represents the number of purchases made by the customer in a certain 
period, and monetary represents the total monetary value of purchases made by the customer in a 
certain period. According to different application scenarios, the definition of three indicators in the 
RFM model needs to be adjusted as follows.

Recency
Recency represents the time (the unit is day) since the reviewer last posted an online review of the 
hotel. In R N d

i i
= − , R

i
 denotes recency, N  denotes deadline, and d

i
 represents the last time a 

review was posted. In order to eliminate the influence of different attribute units of measurement in 
the RFM model, it is necessary to normalize the data, as shown in (9):

R
R R

R Ri
i min

max min

* = −
−

−
1 	 (9)

where R
max

 denotes the maximum recency of all reviewers and R
min

 represents the minimum recency 
of all reviewers.
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Frequency
Frequency indicates the number of times a reviewer has posted an online review of a hotel in a certain 
period, as shown in (10):

F
F F

F Fi
i min

max min

* =
−

−
	 (10)

where F
max

 denotes the maximum frequency of all reviewers and F
min

 represents the minimum 
frequency of all reviewers.

Monetary
Monetary represents the total monetary value spent by consumers in a certain period. Here, the sum 
of average hotel prices is used as an alternative and the unit is RMB, as shown in (11):

M
M M

M Mi
i min

max min

* =
−

−
	 (11)

where M
max

 denotes the maximum monetary of all reviewers and M
min

 represents the minimum 
monetary of all reviewers.

The Bidirectional Encoder Representations from Transformers (BERT) Method
Bidirectional Encoder Representations from Transformers (BERT) is a pre-training model based 
on a bidirectional Transformer (Zhao & Yu, 2021). Its sentence-level feature-extraction capability 
based on word vectors is excellent, and due to the characteristics of its internal Transformer self-
attention module, it has better “memory” ability in long-distance dependence problems. In the aspect 
of sentiment analysis, the BERT model can be analyzed by splicing sentences and attributing words 
together into BERT. This method can effectively capture attribute-based emotions in sentences and 
is robust against overfitting.

Figure 2. Manhattan LSTM Model
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The Probabilistic Linguistic Term Set
PLTS is a concept based on fuzzy-set theory, which has the advantage of describing emotional 
information, uncertainty, and fuzziness comprehensively and in detail (Zhang et al., 2014).

Definition 1 (Liu et al., 2018): Let be a linguistic-term set where L p
k k( ) ( )( )  represents the linguistic 

term Lk( )  associated with the probability p k( )  and #L p( )  represents the number of language-term 
sets contained in the probabilistic language-term set L p( ) . Then the PLTS method is used to express 
the emotion score and probability density of the reviews. For example, if S is a linguistic evaluation 
set, S s negative s neutral s positive= { }0 1 2

: , : , : ; in a hotel-review set, if 30% of consumers give 
a negative evaluation, 40% give a neutral evaluation, and 30% give a positive evaluation, then the 
information can be expressed as L s s s

p1 0 1 2
0 3 0 4 0 3( ) = ( ) ( ) ( ){ }. , . , . . The attribute value of this 

information is c s s s= × + × + ×
0 1 2

0 3 0 4 0 3. . . .

The DEMATEL Technique
The DEMATEL technique is a method used to capture complex relationships and interactions among 
a large number of attributes, and it is easy to propose the most important attributes that affect other 
attributes without a lot of information (Govindan et al., 2015). By observing the degree of pair-to-
pair interaction between attributes, this method uses a matrix and related mathematical theories to 
calculate the structural relationship and influence intensity between attributes and establishes a system 
model between attributes (Tzeng et al., 2007).

Step 1: Establish the direct-influence matrix A a
ij m n

= 

 × , where a

ij
 represents the direct impact of 

attributes i  on attributes j . The degree of impact is divided into four levels from 0 to 3, where 
0 means no impact, 1 means moderate impact, 2 means strong impact, and 3 means very strong 
impact.

Step 2: Normalize the direct-influence matrix A  and obtain the direct-influence matrix X .

X k A= × 	

k
max a

i n

i

n

ij

= ≤ ≤

=∑
1

1

1

� 	 (12)

Figure 3. The BERT Model
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Step 3: Calculate the synthesizing-influence matrix T .

T X I X= − −( ) 1 	 (13)

Step 4: Calculate the sums of rows and columns of synthesizing-influence matrix T . The sum of 
rows and sum of columns are represented by vectors R  and C , which can be computed by:

R t t i n
j

n

ij
n

i n
=




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




= 
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 =

=
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×∑ 1
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1
1 2, , ,..., 	 (14)

C t t j n
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=
× ×∑ 1

1
1

1 2, , ,..., 	 (15)

Step 5: Calculate the weights for each attribute, as shown in (16) and (17):

h
j j j j j

R C R C j n= +( ) + −( ) =
2 2

1 2, , ,..., 	 (16)

ω
η

η
j

j

j

n

j

j n= =

=∑ 1

1 2, , ,..., 	 (17)

where R
j
 represents the j th  element of the vector R and C

j
 does the same. h

j
 represents the 

importance of the j th  criterion; w
j
 then represents the weight of the j th  criterion.

The CoCoSo Method
Multi-attribute decision-making methods have been widely used to solve the hotel-selection problem (Li et 
al., 2007a, 2007b). The CoCoSo method (Yazdani et al., 2019) is a decision method based on combination 
perspective and compromise perspective that can effectively deal with multi-attribute decision problems and 
take into account the mutual influence and weight between different attributes. Specifically, when dealing 
with decision-making problems, the CoCoSo method can simultaneously take into account the preferences 
of decision-makers and the importance of various attributes so as to make the final decision result more 
objective and comprehensive. In addition, the CoCoSo method has high computational efficiency and 
ease of use and is suitable for various types of decision problems. Therefore, in practical applications, the 
CoCoSo method has a wide range of application prospects and practical value.

The CoCoSo method is as follows:

Step 1: Determine the initial decision matrix R .

R r
ij m n

= ( )
×

	 (18)
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where r
ij

 denotes the evaluation value given by the expert for each alternative AL
i
 based on the j th  

attribute.

Step 2: Obtain the standardized decision matrix  R r
ij m n

= ( )
×

.
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
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	 (19)

Step 3: Calculate the arithmetic weighted sum S AL
i

( )  of each alternative AL
i
.

S AL w r i m
i j

m

j ij( ) = =
=∑ 1

1 2 3 , , , ,..., 	 (20)

Step 4: Calculate the geometric weighted sum P AL
i

( )  of each alternative AL
i
.

P AL w i m
i j

m

j

rij( ) = ( ) =
=∑ 1

1 2 3


, , , ,..., 	 (21)

Step 5: Calculate the relative importance of alternative AL
i
, as shown in (22) to (24).
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Step 6: Calculate the score AL
i
 for each alternative AL

i
, as shown in (25).

K AL Ka AL Kb AL Kc AL Ka AL Kb AL Kc AL
i i i i i i i( ) = ( ) ( ) ( ) + ( )+ ( )+ ( )( )3

1

3
	 (25)
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Analysis

Due to the helpfulness of massive online-review data, a new hotel-selection method based on online 
reviews is proposed and applied to online hotel selection. Online reviews are analyzed for helpfulness 
in terms of review text consistency, sentiment consistency, and key-user identification. Through 
analysis of the information contained in helpful reviews, a multi-attribute decision-making approach 
is used to help consumers make decisions. Existing studies on the helpfulness of reviews include 
mainly textual features and non-textual features.

The Three-Dimensional Review-Helpfulness Analysis
Sentiment Consistency Analysis of Reviews
The review helpfulness is studied from the perspective of text features. Online reviews given by 
consumers are the expression of consumers’ emotional tendency toward satisfaction after experiencing 
the service of a hotel, and review star rating is the quantitative expression of consumers’ emotional 
tendency toward hotel satisfaction. Therefore, the consistency between the review sentiment and the 
star rating is an important indicator to measure the helpfulness of reviews (Al-Natour & Turetken, 
2020). The S2SAN model is used to analyze the sentiment of the review, and the consistency analysis 
is performed with the sentiment expressed by the star rating of the review. Reviews that pass the 
sentiment consistency analysis enter the next step.

Text Consistency Analysis of Reviews
From the perspective of linguistic meaning, the review title is a generalization of the review content, 
so the semantics of the review title should be similar to or the same as the semantics of the review 
content. Therefore, the consistency between the review title and the review content is also an important 
indicator to judge the helpfulness of the review (Zhang et al., 2016). The LSTM model is used to 
analyze the text consistency of reviews and content consistent with sentiment analysis and retain 
consistent reviews.

Key-User Identification
The review helpfulness is studied from the perspective of non-textual features, and the RFM model is 
used to identify the key users of the reviewers. Then the reviews posted by the key users are matched. 
Key-user identification is performed by RFM model for the writers of the reviews retained after the 
above two consistency analyses, as shown in (26). The reviews made by these key users are identified 
as true reviews.

RFM R F M= + + 	 (26)

The Hotel-Selection Method
After getting helpful reviews, attribute extraction, attribute emotion polarity annotation, and subjective 
and objective attribute weight calculation are carried out on the reviews after the above analysis, 
and hotel selection is based on attribute scores of the hotels. The method of combining TF-IDF and 
latent Dirichlet allocation (LDA) is used to obtain attribute words by processing online-review data.

TF-IDF assigns a weight to each word by calculating how often it occurs in the document (TF) 
and how often it occurs in the whole corpus (IDF). TF refers to word frequency, which indicates 
how often a word appears in a document. It is calculated as the number of times a word appears in a 
document divided by the total number of words in the document, and the results are usually normalized 
to prevent longer documents from having higher word frequencies.
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TF
n

nij

ij

k kj

=
∑

	 (27)

where n
ij

 represents the frequency of the occurrence of t
i
 in text d

j
.

IDF refers to inverse document frequency and is used to measure the general importance of a 
word. It is calculated as the total number of documents divided by the logarithm of the number of 
documents containing the word.

IDF
D

j t d
i

i j

=
∈{ }+

log
: 1

	 (28)

where D  represents the total number of all texts and j t d
i j

: ∈{ }  represents the number of texts 

containing the word t
i
 in the text.

Multiply TF with IDF to get the importance score (TF-IDF) of a word in a document. If a word 
occurs frequently in the current document but rarely in the whole document set, it will have a high 
TF-IDF value, indicating that the word is important for the current document.

TF IDF TF IDF
ij ij i

− = × 	 (29)

In this way, each document can be represented as a vector where each element represents the 
weight of a word. LDA is a topic model, which can discover potential topics from document collection 
(Xie et al., 2020; Guo et al., 2017). The LDA model is used to fit the TF-IDF vectorized review data. 
After fitting, the number of topics and topic words can be extracted from the LDA model.

The BERT method is used to label the sentiment polarity of attribute words in online reviews. 
After that, the sentiment value of each attribute is calculated by PLTS. Combined with the objective 

Figure 4. Helpful-Review Filtering Process
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weight value of the TF-IDF attribute and the subjective weight value of consumers for each attribute 
obtained by the DEMATEL method, the attribute value of the candidate hotel is calculated. According 
to the obtained attribute values, the CoCoSo method is used to calculate the score values of each 
alternative hotel to obtain the ranking results.

In summary, considering the existence of invalid reviews, a new approach is proposed to filter out 
unhelpful reviews using S2SAN, LSTM, and RFM models and make decisions using helpful reviews 
combined with a multi-attribute approach. First, the review is obtained from the online platform. 
Second, the review helpfulness is analyzed by S2SAN, LSTM, and RFM. Third, by performing attribute 
extraction (TF-IDF and LDA) for helpful reviews and emotion tagging (BERT) for each attribute in 
the reviews, the objective weights (TF-IDF and LDA) and subjective weights (DEMATEL) of the 
attributes are combined to get the comprehensive weights. Finally, the final results are obtained using 
the CoCoSo method. Fig. 5 shows the flowchart of the proposed method. The process is specified 
as the following steps.

Step 1: Analyze the sentiment of reviews using the S2SAN model, and analyze that sentiment for 
consistency with the sentiment indicated by the star ratings. Retain sentiment-consistent reviews.

Step 2: For reviews that have been retained through Step 1, use the LSTM model to analyze the text 
consistency of review titles and review content. Retain textually consistent reviews.

Step 3: Identify key users’ reviews using the RFM model by (9) to (11) and (26). In the reviews 
through Step 2, retain the reviews posted by the key users. The algorithm for Step 1 to Step 3 is 
shown in Algorithm 1 below.

Step 4: Extract the attribute words in the reviews using a method that combines the TF-IDF model 
and the LDA model and obtain the objective weights of each attribute word.

Step 5: Perform the emotion tag of each attribute in the review using the BERT model and calculate 
the attribute value of each attribute using the PLTS method.

Step 6: Calculate the subjective weights of each attribute using the DEMATEL method by (12) 
through (17) and calculate the combined weights of each attribute by combining the objective 
weights obtained in Step 4.

Step 7: Calculate the score for each alternative hotel by (18) through (25).
Step 8: Select the optimal supplier rank by the CoCoSo method.

Case Study

With the improvement of people’s living standards and the increase of leisure time, more and more 
people choose to travel. As a key part of travel, hotel choice has become particularly important. At 
the same time, the hotel industry is also facing challenges such as increasing market competition and 
diversified customer needs, and it must provide more transparent and personalized services through 
online platforms. Online booking platforms provide consumers with a wealth of hotel information 
and convenient booking services, making consumers more and more inclined to search and compare 
through the internet to more easily find hotels that meet their needs. However, in online hotel reviews, 
the existence of a large number of invalid reviews will affect the decision-making results and efficiency 
of consumers. Therefore, the hotel-selection method based on three-dimensional review-helpfulness 
analysis proposed in this paper can improve the accuracy of decision-making results so that people 
can choose hotels that better meet their needs, increasing consumer satisfaction.

Data Collection
The ranking problem of five hotels in New York is used as a case study. The data came from 
Tripadvisor, an international travel website. The five hotels that were selected are The New Yorker, 
A Wyndham Hotel �( )x

1
, New York Marriott Marquis �( )x

2
, Hyatt Grand Central New York �( )x

3
, 
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continued on following page

Figure 5. Flow Chart of the Hotel-Selection Method With Three-Dimensional Review Helpfulness Analysis

Algorithm 1. Three-Dimensional Review Helpfulness Analysis

Input: Origin Online Hotel Reviews Set OR or or or or m
m

= …{ }1 2 3
, , , , ,where  means  the number of 

reviews in the origin reviews set; Reviewers Set RW rw rw rw rw
k

= …{ }1 2 3
, , , , ,  where k means the number of 

reviewers in the reviewer set

Output: Helpful Online Hotel Reviews Set HR hr hr hr hr n
n

= …{ }1 2 3
, , , , ,where  means  the number of 

reviews in the helpful review set

1: for origin online hotel review or
l

 in OR

2: Using S2SAN model to Identify Sentiment Polarity of Reviews, meanwhile translating star ratings into emotional 
polarity

3: if S2SAN model sentiment analysis result = the sentiment polarity of star ratings

          Return filtered review fr
t

                else :
       Exclude review or

l

    Obtain Filtered Reviews  Set FR= …{ }fr fr fr fr
t1 2 3

, , , ,

4: for each filtered review fr
t

5: Using LSTM model to analysis review text and title text consistency

         if  LSTM model analysis result True=
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Hotel Edison �( )x
4

, and Hotel Midtown �( )x
5

. The 50,527 online reviews of the five candidate hotels 
and the relevant information of reviewers were crawled using Python.

Case Results and Analysis
Review-Helpfulness Analysis
First, the experimental review data were input into the consistency analysis of review star rating 
and review sentiment, the sentiment polarity of the review was predicted using the S2SAN method, 
and then the results predicted by S2SAN were matched with the sentiment polarity expressed by the 
review rating. In the experiment, 5,637 reviews with inconsistent star rating and review sentiment 
were removed and 44,890 reviews were retained. Some of the results are shown in Table 1.

Second, the remaining 44,890 reviews were preprocessed, which mainly included four steps: 
1) remove stop words; 2) convert uppercase to lowercase; 3) remove punctuation; 4) perform word 
segmentation.

The preprocessed data was input into the LSTM model for a new analysis of the text consistency 
between the review title and the review content. In the experiment, a total of 22,218 reviews with 

               Return true review tr
i

else :
                 Exclude filtered review fr

t

Obtain True Reviews Set TR= …{ }tr tr tr tr
i1 2 3

, , , ,

6: for reviewer in  rw RW
k

7: Using RFM model to obtain reviewer’s RFM values

8:       if reviewer’s RFM value ³ 0 5.
                 Return key user kuser

j

          else :
                  Exclude reviewer rw

k

Obtain Key Users Set KUser kuser kuser kuser kuser
j

= …{ }1 2 3
, , , ,

9: for reviewers of true review tr
i

        if reviewer of true review tr
i

 is key user

             Return helpful review hr
n

                   else :
                    Exclude true review tr

i

Obtain Helpful Reviews Set HR hr hr hr hr
n

= …{ }1 2 3
, , , ,

Algorithm 1. Continued
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inconsistent text titles and review content were identified, and 22,672 reviews were retained. Some 
of the results are shown in Table 2.

Third, based on the relevant information of reviewers in the experimental review data obtained 
previously, the hotel consumption of each reviewer from 2018 to now was analyzed from three 
indicators, recency, frequency, and monetary, using the RFM model. The RFM threshold was set to 
0.5, and 8,091 key reviewers were identified by consensus. Some of the results are shown in Table 3.

Finally, the reviewers of the previously reserved 22,672 reviews were matched with the list of key 
reviewers, and 10,292 reviews published by key reviewers were identified. In summary, the filtering 
of helpful reviews was completed and a total of 10,292 helpful reviews were obtained. Some of the 
results are shown in Table 4.

Hotels Ranking
A combination of the TF-IDF and LDA methods extracted 10 attributes from all the original reviews 
and helpful reviews, respectively. Analyzing the extracted attribute words and the attribute revealed 
that part of the attribute words and the attribute do not have a subordinate relationship. The meaning 
of the word with the highest weight in each topic and the logical relationship between the attribute 
words are considered to name the attribute (Zhang et al., 2016b, 2022). Six representative attributes 
related to hotel reviews were identified and named: food ( )c

1
, clean ( )c

2
, price ( )c

3
, location ( )c

4
, 

service ( )c
5

, and room ( )c
6

. Each attribute of the helpful reviews is shown in Table 5, and the top 

Figure 6. Tripadvisor Reviews Sample

Table 1. Results of Consistency Analysis of Review Rating and Review Sentiment

Review 
Rating

Review 
Sentiment

Review 
Content

Negative 
Probability

Neutral 
Probability

Positive 
Probability

Consistent 
(Y/N)

2 Negative We had 
read... 0.345 0.353 0.302 N

1 Negative I have just... 0.503 0.475 0.022 Y

3 Neutral Time has... 0.025 0.552 0.423 Y

4 Positive If you only... 0.003 0.283 0.713 Y

5 Positive My flight 
out... 0.0141 0.117 0.870 Y
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four words with weight values were selected for each attribute representation due to space limitations. 
The weight value of each attribute word under each attribute was summed up to obtain the objective 
weight value of each attribute and normalized, as shown in Table 6.

On this basis, the six attributes identified were used as evaluation indicators for ranking the 
alternative hotels. The DEMATEL method was used to obtain the subjective weight of each attribute. 

Table 2. Results of Text Consistency Analysis Between Review Title and Review Content

Review Title Review Content Consistent Prediction (1/0) Consistent (Y/N)

Disappointing The Hilton… 1 Y

Fabulous hotel Great location… 0 N

No bueno This hotel... 1 Y

Not to… As ap… 0 N

Really hoping… So far… 0 N

Table 3. Key-User Identification Results

Reviewer Recency Frequency Monetary RFM Value Key User (Y/N)

traveroo 0.068 0 0.007 0.074 N

311natashaf 0.649 0.043 0.064 0.757 Y

AKent55 0.572 0.014 0.006 0.593 Y

binky78c 0.365 0.043 0.017 0.426 N

121paulineh 0.063 0 0.002 0.065 N

Table 4. Review-Helpfulness Filtering Results

Review 
Rating Review Title Review Content Reviewer S2SAN LSTM RFM Helpful 

Review (Y/N)

1 Bad service Staff don’t know what 
they should do... acastellaneta Y Y N N

5 Best Bartender 
in NYC

My family and I came 
to the Bridges Bar ... Laurmichkell Y Y Y Y

Table 5. Helpful-Review Attribute Word

Attribute Word 1 Weight 1 Word 2 Weight 2 Word 3 Weight 3 Word 4 Weight 4

Food restaurant 102.162 coffee 86.526 breakfast 0 bar 0

Clean clean 169.808 / / / / / /

Price price 93.862 fee 82.001 charge 0 pay 0

Location times square 610.529 location 456.249 view 201.564 station 126.580

Service staff 246.793 check 130.747 service 112.784 front desk 59.761

Room room 884.237 bathroom 135.988 bed 129.414 shower 105.724
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First, the initial matrix A  of DEMATEL was obtained, as shown in Table 7, and then the subjective 
weight values of each attribute were obtained according to the steps of the DEMATEL method, as 
shown in Table 8.

After the subjective weight value and objective weight value of each attribute were obtained, the 
comprehensive weight value of each attribute w w w

o
= { }1 6

,...,  was obtained by taking the arithmetic 
average of the subjective and objective weight value, as shown in Table 9.

After that, the BERT method was used to annotate the emotion of each attribute in each review 
on the helpful-review dataset and the original-review dataset. Positive sentiment was marked as 5, 
neutral sentiment was marked as 3, and negative sentiment was marked as 1, corresponding to the 
5-point scoring system of the website. The values of each attribute of the hotel c c c

o
= { }1 6

,...,  were 
calculated according to the PLTS method, as shown in Table 10.

The attribute-value matrix is also the hotel-attribute decision matrix. After obtaining the hotel-
attribute decision matrix and the comprehensive weight of each attribute, the candidate hotels were 
ranked by the CoCoSo method. The result of ranking the alternative hotels according to the CoCoSo 
method was x x x x x

2 5 4 1 3
    .

To illustrate the impact of helpful-review filtering on the outcome of consumer hotel 
purchase decisions, this study compared the objective weight values of attributes obtained from 
the unfiltered original dataset and the final ranking results. From the original unfiltered review 
dataset, which contained a total of 50,527 online reviews, the objective weight values of attributes 
were obtained by the TF-IDF and LDA methods as follows. The objective weight values in Table 
11 were combined with the subjective weight values in Table 8 to obtain the comprehensive 
weight values of the original dataset.

Table 6. Helpful-Review Attribute Objective Weight Value

Attribute Food Clean Price Location Service Room

w
o 0.053 0.048 0.050 0.387 0.132 0.330

Table 7. DEMATEL Initial Matrix

Food Clean Price Location Service Room

Food 0 2 2 2 1 0

Clean 3 0 2 1 0 3

Price 1 1 0 3 1 2

Location 0 3 2 0 0 1

Service 2 0 1 2 0 0

Room 0 2 1 1 0 0

Table 8. Attribute Subjective Weight Value

Attribute Food Clean Price Location Service Room

w
s 0.053 0.048 0.050 0.387 0.132 0.330
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After the sentiment value obtained by the BERT method, the value of each attribute of the hotel 
in the original review set was calculated according to the PLTS method.

The result of ranking under the original review set obtained by ranking the alternative hotels by 
the CoCoSo method was x x x x x

2 1 5 4 3
    .

The ranking of attribute weights of the original dataset obtained from Table 12 was compared with 
the ranking of attribute weights obtained from helpful-review filtering. At the same time, the ranking 
of decision results of the original dataset obtained from Table 13 was compared with the ranking of 
decision results obtained from helpful-review filtering, and the results are shown in Table 14.

Conclusion

This paper presents a hotel-selection method with a three-dimensional review helpfulness analysis 
and uses the ranking problem of five hotels in New York City as an example. In this method, the 
helpful reviews are first filtered by performing review star rating and review sentiment consistency 
analysis (S2SAN), review text and review content text consistency analysis (LSTM), and key-user 
identification (RFM) on the reviews. Then the reviews are analyzed to extract the attribute words, the 
TF-IDF weight is used as the objective weight, and the subjective weight is calculated. Furthermore, 

Table 9. Helpful-Review Attribute Comprehensive Weight Value

Attribute Food w
1( ) Clean w

2( ) Price w
3( ) Location w

4( ) Service w
5( ) Room w

6( )

w
i 0.108 0.130 0.121 0.287 0.115 0.238

Table 10. Helpful-Review Attribute Value

c
1

c
2

c
3

c
4

c
5

c
6

x
1 3.069 3.179 2.913 3.254 3.144 3.117

x
2 3.209 3.185 2.947 3.380 3.212 3.336

x
3 3.033 3.078 2.812 3.261 3.002 3.126

x
4 3.086 3.177 2.934 3.238 3.182 3.164

x
5 3.053 3.165 2.850 3.368 3.130 3.150

Table 11. Original Review Attribute Objective Weight Value

Attribute Food Clean Price Location Service Room

w
o 0.072 0.025 0.041 0.314 0.173 0.374



International Journal of Fuzzy System Applications
Volume 13 • Issue 1

21

the comprehensive weights are obtained by combining the subjective and objective weights. On this 
basis, the best ranking results of the alternative hotels are obtained based on the CoCoSo method. The 
results show that there are differences in the objective weight ranking of attributes and the ranking 
results of hotels between the processed helpful reviews and the initial reviews without processing. 
This shows that helpful-review filtering is indeed useful in the hotel-ranking problem.

At the same time, there are still some shortcomings in this paper. First, due to the problem of 
data availability, this paper collects data from only the Tripadvisor platform; data from other websites 
can be used for further verification. Second, it considers the hotel-ranking problem for only a single 
consumer; in the future, we can consider the group decision-making problem (Xing et al., 2024) in 
the group travel situation.
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Table 12. Original Review Attribute Comprehensive Weight Value

Attribute Food w
1( ) Clean w

2( ) Price w
3( ) Location w

4( ) Service w
5( ) Room w

6( )

w
i 0.118 0.119 0.117 0.250 0.136 0.160

Table 13. Original Review Attribute Value

c
1

c
2

c
3

c
4

c
5

c
6

x
1 3.069 3.175 2.910 3.314 3.165 3.123

x
2 3.206 3.191 2.947 3.445 3.252 3.356

x
3 3.003 3.071 2.778 3.279 2.956 3.067

x
4 3.069 3.145 2.925 3.247 3.147 3.131

x
5 3.017 3.111 2.812 3.271 3.039 3.097

Table 14. Comparison Result

Helpful Review Original Review

Attribute Importance 
Ranking w w w w w w

o o o o o o4 6 5 1 3 2
     w w w w w w

o o o o o o6 4 5 1 3 2
    

Hotel Ranking x x x x x
2 5 4 1 3
    x x x x x

2 1 5 4 3
   
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