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ABSTRACT

The explosion of multimedia content over the past years is not surprising; thus, their efficient 
management and analysis methods are always in demand. The effectiveness of any multimedia 
content deals with analyzing human perception and cognition while watching it. Human attention 
is also one of the important parameters, as it describes the engagement and interestingness of the 
user while watching that content. Considering this aspect, a video tagging framework is proposed in 
which the EEG signals of participants are used to analyze human perception while watching videos. 
A rigorous analysis has been performed on different scalp locations and frequency rhythms of brain 
signals to formulate significant features corresponding to affective and interesting video content. 
The analysis presented in this paper shows that the extracted human attention-based features are 
generating promising results with the accuracy of 93.2% using SVM-based classification model, 
which supports the applicability of the model for various BCI-based applications for automatic 
classification of multimedia content.
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INTRodUCTIoN

Over the past years, one can see incredible growth in the direction of multimedia content creation 
along with the huge transformation in technology and devices. Today, the use and transmission of 
high-quality digital videos can be seen almost everywhere whether it is in online learning videos, 
surveillance videos, entertainment videos, or self-made videos on smartphones (Caviedes, 2012). 
With this explosive increase in the use and transmission of these images and videos, their efficient 
management techniques are also in high demand. With the advancement in technology, today new 
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opportunities are also created for accessing multimedia content archives, but for efficient search 
methods, proper annotation of these content with significant features is always required (Dimitrova 
et al., 2002; Smith & Chen, 2005).

Any kind of multimedia content like images, videos, or music usually involves some emotions 
that the creator wants to bring in its viewers and somehow generates different impacts on viewers’ or 
listeners’ emotional states (Isola et al., 2014). This kind of effect is highly subjective and is usually 
not incorporated while indexing and analyzing multimedia content. Thus, in this paper, the most 
important factor “Affect” is considered for the analysis of multimedia content. Affectiveness is directly 
related to the viewer’s emotion and can work as a significant subjective feature for the classification 
and tagging of multimedia content (Siddharth et al., 2019). Affective analysis of multimedia content 
can be done by analyzing human’ s perception and cognition while watching that multimedia content 
(Isola et al., 2014; Siddharth et al., 2019).

In today’s era, the advancement in neuroscience and brain-computer interface technologies have 
provided a deep understanding of complex information processing for automatic detection of a range 
of cognitive states (Müller, 2008; Hassanien & Azar, 2015). The brain imaging research field can 
play an effective role in the prediction of non-conscious user reactions to various types of multimedia 
content like movies, cricket videos, online video advertisements, etc. To date, many technologies 
have been developed and successfully used for capturing and analyzing brain reactions such as fMRI, 
PET, CT, EEG, etc. (Ghaemmaghami, 2017). For the past few decades, owing to the development of 
affordable and portable EEG devices, researchers are trying to explore their use in different possible 
fields (Hassanien & Azar, 2015). The use of EEG signals for multimedia content assessment is also 
an active research area.

Motivated by the applicability of EEG signals and the role of affectiveness in multimedia 
content assessment, in this paper, the work is presented towards proposing a model for automatic 
tagging of videos by modeling the human’s EEG responses corresponding to specific video content. 
The work presented here is an extension of the previously published work done by Sharma et al. 
(2021), where the authors explored the relationship between affective content and corresponding 
EEG responses of viewers. Different brain sections like Frontal, Temporal, Parietal, and Occipital 
parts have been explored using extracted frequency bands of EEG signals i.e., Alpha, Beta, Gamma, 
Delta, and Theta. In continuation of this, here an automatic video tagging model is developed using 
the analysis presented in Sharma et al. (2021). The significant contributions of the presented research 
are mentioned as follows:

• First, to associate EEG signals and affective video content, EEG signals of 40 participants have 
been explored corresponding to 4-4 short video clips from two categories of videos.

• Second, as the short video clips are used for the creation of the proposed model, only frequency 
domain features have been targeted to characterize the EEG signals. Also, brain signals usually 
have significant information which lies in different frequency ranges, thus different frequency 
ranges are extracted to further generate meaningful features. These ranges are generally used to 
portray information in EEG signals.

• Further, to characterize the factors that drive the viewer’s attention and affective state, the 
combined effect at different brain locations is used to model human attention. The analysis 
presented in Sharma et al. (2021) is used to formulate attention and affect-based features.

• In the last, the extracted features were used to model the automatic tagging of two categories 
of videos using SVM-based classifiers. The classification results are presented using different 
combinations of features along with their significance.

The presentation of the proposed research is structured in this paper as: the background of EEG 
signals, the significance of different brain regions and frequency bands followed by the applicability 
of EEG signals-based approaches in different sectors as well as for multimedia content assessment 
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is presented in next section i.e., Background and Related Work. Further, various steps followed 
for the development of the automatic video tagging model along with the dataset description are 
discussed in the Methodology section. Various results obtained during the experimental design and 
their explanation and significance are presented in the Results and Discussion Section. The major 
contributions of the proposed work are provided in the Key Contributions and Observations section 
followed by the Conclusion of the presented work.

BACKGRoUNd ANd ReLATed woRK

Video tagging and categorization is the process of automatic characterization of videos based on their 
content. The accuracy and effectiveness of various video content assessment-related applications is 
usually depending upon the effectiveness of their attributes, so feature extraction is the key step in 
any video analysis procedure (Caviedes, 2012). However, the proper mapping of extracted features 
from videos like color, texture, motion, or structure along with the sematic and viewer’s subjective 
aspects is not an easy task (Dimitrova et al., 2002). Manual processing of multimedia content is 
considered to be a highly accurate method to incorporate subjective aspects, but at the same time, 
it is a very slow process and requires thorough attention (Smith & Chen, 2005). Usually, during the 
manual processing of videos, the user’s attention and perception play a major role (Isola et al., 2014). 
It is somewhere directly related to the interestingness and affectiveness of the content present in the 
videos. Affectiveness and interestingness are directly related to the viewer’s emotion and attention and 
can work as significant subjective features for the classification and tagging of multimedia content 
(Siddharth et al., 2019).

Over the decade, the multimedia community is continuously trying to simulate human cognitive 
abilities into machines, to make them work more effectively (Müller, 2008). Affective analysis of 
multimedia content can be done by analyzing human’ s perception and cognition while watching 
that multimedia content. The neuroscience research community has done a lot of advancements in 
understanding information processing in the brain for different cognitive activities. Recently, due to 
decreasing cost and easy availability of EEG (Electroencephalography) devices, their applicability 
in the development of BCI devices can be highly seen (Hassanien & Azar, 2015; Ghaemmaghami, 
2017). The EEG signals captured through the brain contain valuable information about neural activities 
inside the brain mostly in the frequency range of 2Hz–64Hz, which can be used for analyzing the 
physiological state of the various regions of the brain (Siddharth et al., 2019; Ghaemmaghami, 
2017). Further, various regions of the human brain respond differently with respect to the task 
they are performing. The involvement of different brain regions is described below (Müller, 2008; 
(Ghaemmaghami, 2017; Sharma et al., 2021).

• Occipital Cortex (OC) - When a user sees any object through the eyes, this area is active in the 
processing of visually experienced data and thus used in experiments involving images and videos.

• Parietal Cortex (PC) - When the brain tries to understand the objects, situation from itself motor 
functions are active and this region is responsible for that.

• Temporal Cortex (TC) - Involvement of this region is more toward the auditory signals, i.e., 
language processing and speech production.

• Frontal Cortex (FC) - It is more involved in executive function, like maintaining physical control, 
thinking, planning, and behavior observation.

Whenever the brain is in a certain state it generates a specific pattern of an electrical signal, EEG 
recording gives variable frequency patterns change, and analysis of those patterns also gives insight 
into different cognitive processes, (Sharma et al., 2021; Gawali et al., 2012; Alarcao & Fonseca, 
2019). The significance of specific frequency ranges is presented in Table 1.
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To date, a lot of efforts have been made toward the development of BCI-based devices using 
EEG signals. Researchers have explored the use of EEG signals in a vast range of fields such as 
neuro-rehabilitation (Duan et al., 2017; Kumar et al., 2013; Padfield et al., 2019) emotion recognition 
(Alarcao & Fonseca, 2019; Hiyoshi-Taniguchi et al., 2013; Li et al., 2017), Brain Robot Interaction 
(BRI) (Hassanien & Azar, 2015; Ghaemmaghami, 2017) and cognitive state analysis of humans, etc. 
The use of EEG signals can be seen in discovering the action-oriented effects on the human cognitive 
state (Kumar et al., 2013; Sharma et al., 2018). Further, EEG-based devices have been explored in 
the medical field also, for diagnosing and analysis of certain types of psychological disorders (Pham 
et al., 2020).

Over the past few years, due to the progress in low-cost and portable EEG device development, 
the multimedia research community is also putting efforts into the development of BCI-based mouse-
free approaches for multimedia content analysis. The initial work in the field of multimedia using 
EEG was seen in Bigdely-Shamlo et al. (2008), Wang et al. (2009), and Huang et al. (2011), where 
authors analyzed the human attentive reaction through EEG responses using a rapid serial visual 
presentation (RSVP) task. RSVP is a method, where a sequence of images is presented to the viewer 
along with the target image to capture their attentive response or to observe their visual locations 
(Lees et al., 2018). Here EEG signals have been successfully used to classify the target image from 
the rest of the images. After this initial work, EEG signals using RSVP methods were explored to 
solve a variety of vision-related tasks such as object categorization, object segmentation (Mohedano 
et al., 2014), object detection (Mohedano et al., 2015), image searching (Huang et al., 2011), etc. 
Some of the work also explored the combination of different modalities such as EEG, eye tracking, 
and user ratings for examining artifacts in multimedia content (Tauscher et al., 2017). One of the 
recent works using EEG-based visual data classification is presented by (Cudlenco et al., 2020). 
Here authors provided a method of boosting the classification accuracy of objects under six different 
categories by combining EEG-based extracted features.

In the past few years, the work toward affective video content analysis can also be seen (Baveye 
et al., 2018). Affective computing field deals with the analysis of viewers’ emotions while watching 
affective content. To date, various efforts have been made in the field of human emotion recognition 
for the classification of a particular type of emotion in the valence-arousal emotion space using EEG 
signals (Suhaimi et al., 2020). Various models using machine learning and deep learning techniques 
have been developed for the classification of human emotional states using EEG signals (Hiyoshi-
Taniguchi et al., 2`013; Li et al., 2017). Various emotion-related publicly available datasets exist, 
where participants’ physiological responses have been recorded while watching affective video clips 
(Miranda-Correa et al., 2021; Kossaifi et al., 2017; (Abadi et al., 2015; Soleymani et al., 2012). 
These affective clips are created on the scale of Valence/Arousal space to evoke certain emotions 
among viewers and are largely based on subjective ratings. Although a lot of affective datasets are 

Table 1. EEG band frequency range and commonly measured brain functions

Band Frequency Range Significance

Delta 0.5-3 Hz Sleep quality measurement, Increased concentration when using 
internal working memory in tasks

Theta 3-8 Hz Memory encoding and information retrieval from memory 
Cognitive workload indication, Fatigue level detection.

Alpha 8-12 Hz Represents a relaxation state, sometimes monitoring attention level also

Beta 12-40 Hz Brain activity involved in executive function “mirror neuron system” 
activation indication

Gamma 40-70 Hz It reflects attentive focus. Can also record rapid eye movement
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present, very little effort has been reported on the analysis of the affectiveness of these video clips 
using EEG signals. Classification and tagging of visual content are very simple and effortless tasks 
for human beings, thus we believe that unconscious signals while watching that video content can 
be used effectively to provide more meaningful tags to them.

In literature, it has been observed that most of the methods for EEG signals classification involve 
the extraction of various types of features such as time-domain features, frequency domain features, 
and time-frequency domain features (Ghaemmaghami, 2017). The combinations of these features 
have also been used to test different classification models for better accuracy. Some authors have used 
different deep learning (DL) models, as well as a combination of DL models also for automatic EEG 
signals classification (Mishra et al., 2020). As discussed earlier, different brain regions and frequency 
ranges have a specific purpose in the analysis of the human cognitive state, thus proper modeling of 
EEG signals according to their significance is required for better model preparation. In literature also, 
it has been found that proper modeling of EEG signals can provide better accuracy in combination 
with a simple classification model in comparison to powerful deep learning classification models.

To explore the applicability of EEG signals for affective tagging of videos without conscious 
effort, various related work has been discussed, and accordingly, the work presented in this paper is 
prepared to focus on the following key points:

• The human brain is a complex architecture, where different brain regions are involved in the 
processing of information differently. Thus, modeling of specific brain regions effectively can 
provide a better understanding of the human cognitive state.

• In literature it has been found that EEG signals can effectively capture the brain-related signals 
corresponding to different activities. These EEG signals have important brain-related information 
in them which can be represented in different domains such as the time domain, frequency domain, 
and time-frequency domain. As in this paper, short video clips are used to record the viewer’s 
EEG response, thus only frequency domain representation is used to extract the meaningful 
features from EEG signals.

• It is evident in Table 1, that in the frequency domain, specific frequency rhythms have a significant 
role in representing the specific cognitive state. To model, the human affective and attentive 
state power in these rhythms should be modeled properly. Thus, in this paper, various features 
according to the most affective brain regions and frequency rhythms have been extracted for 
further classification.

• Further, to demonstrate the applicability of the model for various BCI-based applications for 
automatic classification of multimedia content, the proposed extracted features are fed to aid 
SVM-based classification model.

MeTHodoLoGy ANd eXPeRIMeNTATIoN

In this paper participant’s implicit response and attention level with respect to video stimuli are 
analyzed using corresponding EEG signals. The computational procedure followed for the development 
of the proposed model is presented in Figure 1. Various steps followed in the experimental procedure 
like pre-processing of EEG data, frequency range decomposition using DWT, feature extraction, 
human attention modeling, and classification results are briefly described.

dataset description: AMIGoS (Miranda-Correa et al., 2021)
“AMIGOS: A dataset for affect, personality and mood research on individuals and groups” is a dataset 
for assessing affect, personality, and mood of participants while watching videos. In AMIGOS forty 
participants (27male) were involved in the experiment for providing their physiological recordings 
using different modalities in form of EEG, EMG, and GSR. To stimulate the cognitive effects two 
different experiments were performed by 40 participants (27 Male) i.e., a short video experiment and 
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a long video experiment. The videos used in the experiment were selected based on their position 
in the valence/arousal dimension from two different datasets as presented in Figure 2 (Abadi et al., 
2015; Soleymani et al., 2012). In a short video experiment, 16 short videos (4 videos under each 
quadrant) of < 250-sec duration, and in a long video experiment, 4 long-duration videos (~20 min) 
were presented to the participants. Participants’ affective responses were recorded in two cases, first 
when they were alone and second when they were watching videos in the group i.e., as part of the 
audience.

Short Video Experiment (Miranda-Correa et al., 2021): For the proposed experimental analysis, 
data corresponding to the short video experiment is selected from the AMIGOS dataset where 16 
videos were presented to participants as visual stimuli. The selection of videos was done based on 
their position in the valence/arousal dimension, such that each quadrant will consist of four videos. 
In this paper, for the development and testing of the model, two quadrants of valence/arousal were 
considered i.e., high arousal high valence (HVHA), and low arousal low valence (LVLA), and EEG data 
corresponding to eight video clips are used for further experimentation. Description of these eight 
videos under HVHA and LVLA categories along with their video ids given in Table 2.

EEG Recordings Structure: During the short video experiment, the different types of video stimuli 
presented to the participants are termed trials. Before each trial participants’ self-assessment was 

Figure 1. Computational procedure of proposed system

Figure 2. Valence / arousal affective space
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also recorded to assess their mood, familiarity, level of valence and arousal, etc. Then EEG signals 
were recorded for five second baseline period followed by the trial (visual stimuli) period. After each 
trial, self-assessment is again recorded for assessing the participants’ explicit response corresponding 
to those visual stimuli as shown in Figure 3. EEG signals were recorded using 14 channel Emotic 
EPOC neuroheadset, in which a 10-20 electrode placement system was adopted as shown in Figure 4.

eeG data Preprocessing and Rhythm Isolation
Due to low voltage variations, EEG signals usually have a very low signal-to-noise ratio. Further, 
signals are also effected by different artifacts like signal line noise, muscle movement-related noise, 
noise due to eye blinks, etc. To remove the noise from EEG signals, first, Independent Component 

Table 2. Description of videos used in experiment (Miranda-Correa et al., 2021)

Video Category Video No. Video Description

HVHA 12,13,15,16 Airplane, When Harry met Sally, Hot Shots, Love

LVLA 3,5,6,7 Exorcist, My Girl, My Body Guard, The Thin Red Line 
Fatigue level detection

Figure 3. Stimuli trial structure

Figure 4. Electrode scalp positions
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Analysis (ICA) based blind source separation technique is used to remove eye artifacts from EEG 
signals at all channel locations. Further common average re-referencing (CAR) of EEG data is done 
and in the last EEG signals were band-pass filtered between 4-65 Hz frequency range (Miranda-
Correa et al., 2021).

In the proposed approach, EEG signals corresponding to short video clips are used, to establish 
the relationship between video affective content and human attention. Thus, frequency domain 
features are extracted for further analysis. In literature, it is already discussed that different brain 
portions play different roles in processing of visual information. Further, human behavior is usually 
analyzed using five frequency ranges i.e., Delta, Theta, Alpha, Beta, and Gamma. These frequency 
ranges are also known as Rhythms.

To isolate different frequency rhythms for EEG data, Discrete Wavelet Transform (DWT) based 
signal decomposition is performed. DWT executes decomposition of time series signals using high 
pass and low pass ðltering with down sampling ratio of two (Akansu & Haddad, 2000; Kehtarnavaz, 
2008), At each level i DWT output two types of coefficients: ith level approximation coefficients Ai 
and detailed coefficients Di. The decomposition of Ai components is done as depicted in Figure 5 to 
excerpt local information from each sub band. The decomposition is performed using Daubechies-
four (db4) mother wavelet and with da ecomposition level of four, as the EEG data used in the 
experiment is sampled at 128Hz (Kehtarnavaz, 2008). The details of the extracted rhythms using 
DWT are presented in Table 3.

Feature extraction and Human Attention Modelling
The most popular method in EEG signals analysis is to analyze the power spectrum of signal to see 
the responses in different frequency ranges at a particular time. After wavelet-based decomposition 
of the rhythms, the power in the baseline period and video period is calculated. Further, to analyze 
the affective response of participants with respect to video, the difference between the power in video 
period w.r.t the baseline period is calculated, which is further normalized using Eq 1, where symbol 

Figure 5. DWT based signal decomposition

Table 3. Rhythm isolation using DWT decomposition

DWT Coefficients Frequency Range Extracted Frequency Bands

D1 32-64 Hz Gamma

D2 16-32 Hz Beta

D3 8-16 Hz Alpha

D4 4-8 Hz Theta
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R represents normalized power. These normalized power differences are extracted for all extracted 
frequency rhythms at 14 channel locations as shown in Table 4 and Figure 4. 
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1 4 1 14, , ,  and k represents different rhythms, channels, and number of wavelet 

coefficient in the rth rhythm respectively. These extracted power values in different frequency rhythms 
and channel locations are further used to model the more significant feature for affective tagging of 
videos. 

Affective tagging of videos somewhere depends on the emotional as well as interesting content 
in a video, thus the features corresponding to these two aspects need to be modeled. Thus, a rigorous 
analysis has been performed to establish the relationship between affective response of participants 
and brain regions to categorize the two categories of videos in Sharma et al. (2021). According to 
the presented relationship, activation response, and significance of brain regions, responses under the 
following brain regions are merged to extract meaningful features. The merging is performed after 
the analysis of their active response and according to their position on the scalp.

Frontal Region (F): F7, FC5, FC6, F8 
Visual cortex Region (V) O1, O2, P7, P8 

Further to measure the interestingness of the video content, viewer attentiveness needs to be 
modeled. Information present in different frequency ranges represent a certain kind of cognitive state 
(Table 1). Previous analysis also shows that different frequency rhythms have shown a significant 
response under certain brain regions in. Alpha range usually represents the idle situation of the brain, 
whereas Beta waves represents the attentiveness, thus to formulate the interestingness of video content, 
the ratio of normalized power in the Alpha and Beta band is calculated at the Frontal and Visual 
Processing Region using Eq 2 resulting into two features. Here AR denotes attentiveness ratio, and 
F, and V represents combined frontal and visual processing region.
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Further, another attentive feature is modelled by taking the ratio of Theta and Beta Power values 
using Eq 3, as theta waves represent the working memory and emotional process, the ratio is calculated 
at the both Frontal and Visual Processing Region only.
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To model the affectiveness of the video content, the well-known asymmetric features were 
extracted by taking spectral power difference between symmetrical pair electrodes in all frequency 
ranges using Eq 4.
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1 4 1 7, , ,  represents rhythms and mentioned electrode pairs in Table 4. L and R 

used to represent left and right electrodes numbering. Further, analysis on different brain regions is 
done to find the most effective Asymmetry based features. As the frontal region is usually involved 
in emotional process, thus Frontal Asymmetry Score is calculated by combining the responses at 
frontal Region (F): F7, FC5, FC6, F8 

Additional important feature i.e., Relative Wavelet Energy of a particular rhythm w.r.t to the 
total energy of the signal is also calculated using Eq 5. It provides information about the similarity 
between two signals.
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relative wavelet energy to assist us to choose an effective wavelet in our technique. RWE gives 
information about relative energy with associated frequency bands and can detect the degree of 
similarity between segments of a signal where, i ∈ 


1 4, for four frequency rhythms, F, V represents 

Frontal and Visual Cortex region respectively. The Energy in specific frequency rhythm and the total 
energy of the signal is calculated using Eq 6 and Eq 7 respectively. relative wavelet energy to assist 
us to choose an effective wavelet in our technique. RWE gives information about relative energy with 
associated frequency bands and can detect the degree of similarity between segments of a signal
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Table 4. Symmetric pairs of electrodes

Asymmetric Pairs (AS) Left Electrodes (L) Right Electrodes (R)

AF3 AF4

F3 F4

F7 F8

FC5 FC6

P7 P8

O1 O2
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ReSULTS ANd dISCUSSIoN

The proposed prototype is based on the modelling of human attention and affect using EEG signals 
for affective tagging of videos. Various results during the implementation of the proposed model 
along with their explanation are presented in this section.

As discussed in the previous section, the model is developed using the EEG data recorded 
corresponding to the videos from two quadrants of the valence/arousal dimension i.e., HA HV, and LALV.

EEG data of 40 participants/subjects for 8 video clips (4-4 video clips from HA HV, and LALV, 
Table 2) at 14 scalp locations is taken for the experimentation. The time-domain view of the EEG 
signal of one participant at one of the channels at the Frontal Region i.e., F7 is presented in Figure 6.

As only short video clips are used to measure the attentiveness and affectiveness, the time 
domain analysis of EEG signals is not useful for finding the required features. A frequency-domain 
representation of EEG responses of a participant for HAHV and LALV classes of videos at all channels 
is presented in Figure 7, which shows a distinguishable conduct of the signal.

Further, to extract the frequency domain features, different frequency rhythms i.e., Theta, Alpha, 
Beta, and Gamma have been extracted by Wavelet-based disintegration of EEG signals. The frequency 
representation of different rhythms corresponding to the EEG signal response at channel location F7 
shown in Figure 6 is presented in Figure 8.

After extraction of frequency rhythms, various frequency domain features were extracted, and 
considering the significance of different rhythms and brain regions, modeling of the extracted features 
is done to model the human attention and affect. As per the description provided in the methodology 
section, the Band power, Asymmetry, and Attention Ratio based features were extracted at the Frontal 
and Visual Processing Areas. Various extracted features are listed in Table 5.

The extracted twenty-one features were used to train the model for affective labeling of videos. 
Since the dataset contains only 8 trials/video clips for HAHV and LALV categories of videos, the EEG 
data was windowed at every ten seconds of the data and further advance it by one second. In this way, 
the dataset was augmented to get more than 200 trials for one subject. EEG features were extracted 
from each trial. The model is trained and tested in two ways: Single Subject Video Classification 
Model and Multi-Subject Video Classification Model. In a single-subject classification model, the 
EEG data of one subject is used to train and test the model, whereas in the second one the trials of 

Figure 6. EEG response of one participant at channel F7 for HA HV, and LALV Video



International Journal of Intelligent Information Technologies
Volume 18 • Issue 1

142

forty participants are used to train and test the model, thus EEG features were extracted from around 
8000 trials.

Further, the Support Vector Machine (SVM) based classification methodology is used to test 
the performance of the proposed affect and attention-based features. SVM is a popular method to 
classify the data using an N-dimensional hyperplane. The results of the SVM classification method 
on proposed extracted features are presented in Table 6.

The result presented here shows that the extracted human attention-based features are generating 
promising results with an average accuracy of 93.2% using the SVM-based classification model which 

Figure 8. Rhythms extraction from EEG signal of one participant at channel F7 for HA HV and LALV Video

Figure 7. Frequency Domain representation of EEG responses for (a) HA HV, and (b) LALV Video
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supports the applicability of the model for various BCI-based applications for automatic classification 
of multimedia content, and consumer-oriented content assessment, etc.

Key oBSeRVATIoNS ANd FINdINGS

In this paper, the work is presented to model the affective tagging of videos using EEG signals. The 
proposed work is aimed to excerpt the meaningful features from the EEG signals, to aid an affordable 
BCI-based approach for mouse-free tagging of videos. The key findings of the proposed work are 
summarized here.

• Human brain involves the complex processing of information, thus most effective brain regions 
are identified and modeled using the analysis presented by Sharma et al. (2021) for generating 
meaningful features to tag the videos.

• The different frequency rhythms of EEG signals contain certain information about the cognitive 
state of the human, and their responses to HAHV and LALV categories of videos were also discussed 
and explained in previously published work in Sharma et al. (2021). Here, the significance of 
these rhythms was successfully established with the help of extracted features.

• The affective content of the video is mapped with the human affective state by modeling the 
frequency domain features i.e., Combined Normalized Power, Combined Relative Wavelet 
Energy, and Frontal Asymmetry Score in the most effected brain regions and frequency rhythms.

• Human attention is somewhere directly or indirectly related to the interestingness of the video 
content. Attention Ratio based features are proposed to model the attentiveness of the participant 
by considering the significance of the rhythms.

Table 5. Summary of extracted features

Extracted Feature Explanation No. of Features

CombinedNormalized 
  Power Ρ( )

Normalized power of all frequency rhythms at the combined 
frontal (F) and Visual Cortex (V) region 
F: F7, FC5, FC6, F8 
V: O1, O2, P7, P8

Eight (4 Rhythms * 
2 Regions)

Attention Ratio A
R1

The Ratio of Combined normalized power in Alpha and Beta 
Rhythms at Frontal (F) and Visual Cortex (V) region

Two

Attention Ratio A
R2

The Ratio of combined normalized power in Theta and Beta 
Rhythms at Frontal and Visual Cortex region

Two

Asymmetry Score AS The asymmetry Score is calculated at Frontal Region One

Relative Wavelet Energy Relative Wavelet Energy of rhythms at combined frontal (F) 
and Visual Cortex (V) Region

Eight (4 Rhythms * 
2 Regions)

Table 6. Performance of proposed work

Model Type Accuracy (%)

HAHV LALV

Single Subject Classification Model 92.7 91.5

Multi Subject Classification Model 96.3 92.4
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• The extracted features were successfully used to generate a classification model with reasonable 
average accuracy of 93.2% for affective tagging of videos.

In literature, EEG signals have been explored in a combination of applications such as emotion 
recognition, psychological state analysis, disorder or motor rehabilitation-related activities, etc. 
Researchers are now discovering the use of EEG signals for audiovisual content analysis. The 
most related research to our effort is done by Mutasim et al. (2017), where researchers modeled 
the classification of three types of videos using EEG responses by testing different classifiers on 
extracted features at five-channel locations. Highest accuracy is achieved at AF8 channel position, 
but the proper justification of selecting a particular channel and feature is not justified. The proposed 
work is motivated by the work presented by authors in Sharma et al. (2021). Here authors performed 
a rigorous analysis of all extracted frequency bands and brain regions to find the most operative 
brain regions and frequency bands to distinguish the two classes of videos. Another supported work 
is done by Bezugam (2021) and Singhal et al. (2018), where authors present an application of EEG 
signals to excerpt the important highlights in the video by human attention modelling. In this paper, 
the interesting use of EEG is presented which can be used to provide the prospect of implicit video 
tagging without the user’s conscious effort. To show the significance of the proposed work, its 
comparative analysis with some of the most related work is presented in Table 7.

Table 7. Relative analysis of the projected work

Paper Task Data Used Methodology Performance and Analysis

(Soleymani 
& Pantic, 
2013)

Two Tasks: 
• Emotional 
Tagging of 
videos. 
• Matched and 
Unmatched 
tags 
classification 
using EEG 
signals

• MANHOB-HCI 
Database 
• 24 Participants 
• 20 short video 
clips 
• 32 Channel 
Locations

Power spectral features are 
extracted from frequency rhythms 
alpha, slow alpha, theta, beta, 
and gamma considering all 32 
brain locations and a subset of 
locations.

F1 score in the range of .55 to .64 and 
.83 to .89 was claimed by the authors for 
emotional tagging of videos considering 
features from all brain locations and a 
subset of locations respectively for videos 
selected from three-dimension on Valence 
and Arousal. It is noticed that reduced no. 
of electrodes has increased the F1 value 
of SVM-based classification, whereas the 
reason and significance of combining the 
specific electrodes are not mentioned.

(Jang et 
al., 2018)

Video 
Identification 
using EEG 
signals

• DEAP database 
• 32 Participants 
• 40 video clips 
• 32 Channel 
Locations

A Graph Convolution Neural 
Network (GCNN) approach is 
used to process EEG signals. 
Power and Entropy features are 
extracted at eight frequency 
rhythms

Accuracy in the range of 48.25% – 62.94% 
is reported by authors using different 
network parameters. 
Reported accuracy is very low to be used as 
a model for real-time application.

(Mutasim 
et al., 
2017)

Video 
Classification 
of 3 types of 
videos using 
EEG signals

• Self-Made Data 
• 13 Participants

Testing of different classification 
methods is done using extracted 
features through DWT, STFT, 
and FFT, etc., methods at all 
channel locations.

An accuracy of 80% is achieved at channel 
location AF8, although the selection of 
a particular, channel and feature is not 
justified.

(Bezugam, 
2021)

Video 
Summarization 
EEG and 
Eye-tracking 
Signals

• Self-collected 
data 
• 15 participants 
• 64 Channel 
Locations

Power Spectral Density (PSD) 
based features are extracted from 
High-frequency components 
using the Empirical Mode 
Decomposition method.

The work reported F1 measure of 75.95 
using the combination of high-frequency 
components and different brain regions such 
as Frontal and Occipital lobes to extract the 
attention-based keyframes from videos.

Proposed 
Work

Video Tagging 
of two 
categories of 
videos using 
affective and 
interesting 
content

• AMIGOS 
Database 
• 40 participants 
• 14 channel 
locations 
• 8 short video 
clips

A DWT-based frequency rhythms 
extraction followed by modeling 
of attention and affect-based 
feature extraction after analysis of 
most effective brain regions and 
frequency rhythms.

Average accuracy of 93.2% is achieved 
while testing the model. The proposed work 
presented a combination of sophisticated 
features to model the affective and 
interesting content of the video using EEG 
signals.
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CoNCLUSIoN

Nowadays every event in the world appears to be captured in the form of images or videos. These 
multimedia contents are usually designed in a way such that they can hit the user’s cognizance 
affectively and this can be achieved through its affective content. Thus, the modelling of human 
emotion and attentiveness can provide significant information about the affectiveness of the video 
content. In this paper, an attempt is made to find the association between a human’s cognitive state 
measured using neurophysiological signals (EEG) and video content. An extensive simulation has 
been performed to find the sophisticated features for the creation of an effective model. According to 
the significance of the effective brain regions and rhythms, human attention and affect-based features 
are presented here, to measure the affectiveness and interestingness of the participant corresponding 
to a particular video. The significance behind all the extracted features is thoroughly discussed in the 
Methodology section, which was supported by the literature presented in the Background Section. 
Step by step experimental outcomes are presented in the Results and Discussion Section followed 
by major conclusions and a comparative examination of the projected work. The results show the 
usefulness of the extracted features and explore new applicabilities of EEG signals to develop a variety 
of Brain-Computer Interface-based devices for automatic video content assessment in the near future.
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