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ABSTRACT

This paper proposes an optimization strategy for the best selection process of suppliers. Based on recent 
literature reviews, the paper assumes a selection of commonly used variables for selecting suppliers 
and using logistic regression algorithm technique to build a model of optimization that learns from 
customer requirements and supplier data and then makes predictions and recommendations for best 
suppliers. The supplier selection process can quickly at times turn into a complex task for decision-
makers to deal with the growing number of suppliers. But logistics regression technique makes the 
process easier in the ability to efficiently fetch customer requirements with the entire supplier base 
list by predicting a list of potential suppliers meeting the actual requirements. The selected suppliers 
make up the recommendation list for the best suppliers for the requirements. And finally, graphical 
representations are given to showcase the framework analysis, variable selection, and other illustrations 
about the model analysis.
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1. INTRODUCTION

Decisions making process is among the greatest challenges of our developing world. Industries 
and corporates are often called to make big and essential decisions at each steps varying from the 
manufacturing phase and all the way up to delivering at the customer’s door-steps. Likewise, in the 
global supply chain the supplier’s selection is an important key factor to consider for business reliability, 
as per Van Weele (2014), the selection of suppliers plays a predominant role in the procurement 
management, as it considerably impacts on the supply chain performance. Supplier’s performance 
and consistency have greater consequences on the fulfillment of customer’s requirements. The ability 
and capacity of suppliers to provide required resources is vaguely dependent on various parameters 
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of high interest such as, availability, time management, cost effectiveness, quality insurance, etc., 
and ensuring the best list of suppliers for the requirements within an extending supplier base can be 
trickier and challenging over time. As reported by Çebi & Otay (2016); Karsak & Dursun (2015) that, 
in spite of the difficulties maybe involved in the supplier selection, the process remains a necessity 
for its substantial influence on the organization operation and profitability. For some of the papers 
from Reshu & Mittal (2019), Jayaswal et al. (2019), Jaggi et al. (2011), Mittal et al. (2017), proposed 
supply chain models with various features. Optimization of the process of selecting suppliers is of 
an exceptional importance for corporates and businesses in the amplitude to enable high efficiency 
in the process, so by allowing time saving, cost minimization, and a considerable lead time in the 
delivering of services. A large number of variables, both quantitative and qualitative, can become 
complex for the selection of appropriate suppliers, according to Adam & Filip (2018). Supplier’s 
selection of variables is usually dependent on industries specificities and requirements, and as per 
Deng et al. (2014), companies entertain different strategies and cultures which considerably impact on 
the variables selection; Kar (2013), also reported on the prioritization approach of selection criteria 
for supplier. Globally, similarities in the use of certain variables as important basis for supplier’s 
selection can be observed from the literature survey by Adam & Filip (2018), from which a total 
number of 29 variables were identified. Newer opportunities are emerging in these recent years and 
have allowed incredible technology advancements in many areas, such as in AI (Artificial Intelligence) 
which Jordan & Mitchell (2015) explained the prospect in length. And Machine learning as a sub part 
of AI (Artificial Intelligence), helps address challenges of our modern world era with its developing 
techniques, that improve on problem solving, solution finding, optimization of existing process, just 
as Zhou et al. (2017) reported on its immense opportunities and also challenges; its applications on 
the optimization of supply chain by Sandhya et al. (2019). Machine learning enables decision makers 
to act meaningful over variations and changes in the process. For Hurwitz & Kirsch (2018), Machine 
learning comprises four different learning approaches such as, supervised learning, unsupervised 
learning, reinforcement learning and deep learning. Quite few recent articles, such by Mohammed et 
al. (2020), Brewer et al. (2019), Kumar (2019), David (2020), Atefeh (2018), Hayk (2020), Boyce & 
Mano (2018), attempted to address the similar subject of optimization but using different approaches 
in determining important set of variables, and as per Zhang et al. (2016), a minimum of sixteen (16) 
variables can be used with machine learning. Further methodological approaches can be examined 
for the model of optimization, and since no one solution fits all sort of problem, this paper considers 
a unique approach in the assumption of 18 common variables of types quantitative and qualitative 
for the selection of supplier, and an optimization approach based on Logistic regression machine 
learning technique. The model learns from historical data, and make prediction for best suppliers as 
to match customer’s requirements. In this study, the subsequent sections include, a theorical analysis 
in the selection process of supplier, a definition of supplier’s selection framework, a description of 
the model of optimization based on machine learning algorithm technique, evaluation and discussion 
on the optimization model, and finally concluding remarks.

2. MOTIVATION

To the extent of our current knowledge on the subject of suppliers in the global supply chain, not 
many of the modern solution approaches have been considered in the quest of finding an optimal 
model to facilitate the selection of relevant suppliers to meet customer’s requirements. For Hurwitz 
& Kirsch (2018), Zhang et al. (2016), Adam & Filip (2018), there is no limitation as per the number 
of variable’s selection to observe, and different methodologies and requirements can be set to achieve 
efficiency and get near accurate results. In today’s recent techniques, such as of machine learning 
under the umbrella of Artificial Intelligence, various methods of optimization can be analyzed and 
validated as appropriate to address typical problems, and this paper takes the advantage to study a 
new model of optimization to improve the process of supplier’s selection in the global supply chain.
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3. THeOReTICAL ANALySIS

Van Weele (2014), refers to the process of selecting supplier as a set of activities required to gather 
the best possible suppliers. Based on the literature review by Adam & Filip (2018) and Van Weele, 
(2014), this paper derives and illustrates important points of consideration in the selection process.

Figure 1 illustrates the process from determining customer’s requirements in order to acquire 
the order’s specifications, and then find potential suppliers, which can be filtered from the list of 
suppliers. An edition of RFQ (request for quotation) is prepared and sent for acceptance to suppliers, 
and finally a list of accepted bids by suppliers for the fulfillment of customers requirement is retained 
for the procurement operation. Just as Lima junior et al. (2014) emphasizes in the supplier selection 
to be a progressive process, and variations over time might occur based on the supplier base volume 
and new changes over the order requirements or variables.

Figure 2 shows that by optimizing the selection process of potential suppliers (circled in green) 
as early before sending the RFQ (request for quotation), can contribute to increase the number of 
acceptance of bids by potential suppliers, which should only include those suitable suppliers for the 
specific requirements, so to minimize the number of rejection.

As per the literature survey by Adam & Filip (2018), the following table 1 below shows a list of 
reviewed variables used for supplier’s selection in the global supply chain.

Figure 1. Supplier selection process (own illustration, based on Van Weele, 2014)

Figure 2. Supplier selection process (own illustration, based on Adam & Filip, 2018)
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Table 1 describes 29 identified variables from the literature review by Adam & Filip (2018). In 
their review process of different variables involved for the selection of suppliers, twenty-two (22) 
variables of qualitative type and seven (7) variables of quantitative type are observed. For every 
variables are associated more or less research papers or review articles where which they have been 
referenced. Furthermore, variables have been classified by frequency of use and rank priority just as 
described from table 2 below.

Table 2 illustrates the variables classifications. Variables are grouped together in the context of 
their common reference from multiple review articles based on their frequencies of use (rate), and 
ranked by priority level from higher to lower (One (1) as higher) in terms of their importance in the 
selection process. As described in table 2, variables such as Product price, Delivery Compliance/
Performance, Product Quality/Reliability, Technological Capability, Financial Position/Situation, 
have higher number of references, which explains their exceptional consideration in the process 
of selecting suppliers, and constitute for about 50% percent of distinguished importance in the 
variables selection. The other average in the list with frequency rates between three (3) and two (2), 
such Flexibility and responsiveness, Service/Relationship, Conformance to specification, Market 
reputation, Total logistics management cost, Reaction to demand change in time, Lead-time, 
Customer response/communication, Commitment to quality, Production Capability, Innovation, 
Information sharing, Facility and infrastructure, Geographical location, Environmental factors, 
represent for about 30% percent. At last, the remaining nine (9) variables with lower frequencies rates 
as one (1) represent the other 20% percent.

4. FRAMewORK FOR SUPPLIeR SeLeCTION

The framework model as described below, illustrates a sequential and consecutive phases or stages 
involved in the determination of a model of optimization for supplier’s selection.

4.1. Identification and Selection of Relevant Variables
For their greater implications in businesses globally and applicability using machine learning, this 
paper considers about eighteen (18) variables for the best selection of supplier out of the 29 identified 
variables from the literature review by Adam and Filip (2018). A mixture of seven (7) quantitative 
and eleven (11) qualitative variables.

As shown from table 3, these 18 selected variables can be used for training the algorithm 
model. Quantitative types only deal with numbers, while qualitative types are more descriptive, just 
as well explained by Surbhi (2016) in the contrast between quantitative and qualitative data. The 
combination of both types of variables can provide a greater understanding as what is required to 
fulfill the requirements.

4.2. Collection, extraction, and Normalization of Data
Preparation of data is an important phase in machine learning, as it prevents misrepresentations, errors 
and miscalculations by fear to alter the machine learning optimization process. Inputs need to be 
clean, by means of removing inconsistencies, missing values, mistypes, noise, determine whether to 
consider unstructured or structured form. Hurwitz & Kirsch (2018) splits data into three (3) categories: 
unstructured, structured, and semi-structured form. Machine learning algorithm works with numerical 
values especially for predictions and recommendations, and not only they are required into a numerical 
format, but also feature scaling can be applied to add more precision and increase the performance of 
machine learning algorithm. Overfitting and Underfitting are very important concepts when training 
the algorithm. Because of noisy inputs and some random fluctuations in it, the model may learn them 
as concepts and have a negative impact on the outcomes (also known as overfitting), but when the 
model fails to capture its underlying trend, the model can result in producing a low percentage of 
accuracy and not fitting well enough (also known as under fitting). Nevertheless, the availability of 
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Table 1. An illustration of the 29 identified variables from the literature survey by Adam and Filip (2018)

References Variables Quantitative Qualitative

Kar and Pani (2014); Chang et al. (2011); Chang et al. (2008); 
Lima Junior et al. (2014); Şen et al. (2008); Paul (2015)

Price/Product Price 
(cost) ✓

Chan et al. (2008); Lima Junior et al. (2014) Total logistics management 
(cost) ✓

Chan et al. (2008) Tariff and taxes 
(cost) ✓

Kar and Pani (2014); Chang et al. (2011); Chan et al. (2008); 
Lima Junior et al. (2014); Şen et al. (2008)

Product Quality/Reliability 
(quality) ✓

Paul (2015) Percentage of defective items 
(quality) ✓

Lima Junior et al. (2014) After sale/Warranty 
(quality) ✓

Kar and Pani (2014); Chang et al. (2011); Chan et al. (2008); 
Lima Junior et al. (2014); Şen et al. (2008); Paul (2015)

Delivery Compliance/Performance 
(service performance) ✓

Chang et al. (2011); Paul (2015)
Reaction to demand change 
in time 
(service performance)

✓

Chang et al. (2011) Stable delivery of goods 
(service performance) ✓

Chang et al. (2011); Paul (2015) Lead-time 
(service performance) ✓

Chan et al. (2008); Lima Junior et al. (2014); Paul (2015)
Flexibility and 
Responsiveness 
(service performance)

✓

Chan et al. (2008); Lima Junior et al. (2014)
Customer 
response/communication 
(service performance)

✓

Lima Junior et al. (2014); Paul (2015) Commitment to quality 
(supplier profile) ✓

Kar and Pani (2014); Chang et al. (2011) Production Capability 
(supplier profile) ✓

Kar and Pani (2014); Chang et al. (2011); Chan et al. (2008); 
Lima Junior et al. (2014); Paul (2015)

Technological Capability 
(supplier profile) ✓

Kar and Pani (2014); Chang (2011); Chan et al. (2008); 
Lima Junior (2014); Paul (2015)

Financial Position/Situation 
(supplier profile) ✓

Kar and Pani (2014) E-transaction Capability 
(supplier profile) ✓

Lima Junior et al. (2014); Paul (2015) Innovation 
(supplier profile) ✓

Chang et al. (2011); Lima Junior et al. (2014); Şen et al. 
(2008)

Service/Relationship 
(supplier profile) ✓

Chan et al. (2008); Lima Junior et al. (2014); Paul (2015) Conformance to specification 
(supplier profile) ✓

Chan et al. (2008) Quality assessment technique 
(supplier profile) ✓

Chan et al. (2008); Paul (2015) Information sharing 
(supplier profile) ✓

Chan et al. (2008); Paul (2015) Facility and infrastructure 
(supplier profile) ✓

continued on following page
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Table 1. Continued

Table 2. An illustration of classification of variables from the literature survey (Adam & Filip, 2018)

Rank (priority) Frequency of use (rate)

Variables

Product Price, Delivery 
Compliance/Performance. 1 6

Product Quality/Reliability, 
Technological Capability, 
Financial Position/Situation.

2 5

Flexibility and responsiveness, 
Service/Relationship, 
Conformance to specification, 
Market reputation.

3 3

Total logistics management 
cost, Reaction to demand 
change in time, Lead-
time, Customer response/
communication, Commitment to 
quality, Production Capability, 
Innovation, Information sharing, 
Facility and infrastructure, 
Geographical location, 
Environmental factors.

4 2

Tariff and taxes, Percentage 
of defective items, After sale/
Warranty, Stable delivery of 
goods, E-transaction Capability, 
Quality assessment technique, 
Political stability and foreign 
policies, Exchange rate and 
economic position, Terrorism 
and crime rate.

5 1

References Variables Quantitative Qualitative

Chan et al. (2008); Lima Junior et al. (2014); Paul (2015) Market reputation 
(supplier profile) ✓

Chan et al. (2008); Lima Junior et al. (2014) Geographical location 
(supplier profile) ✓

Chan et al. (2008)
Political stability and foreign 
Policies 
(risk)

✓

Chan et al. (2008)
Exchange rates and economic 
Position 
(risk)

✓

Lima Junior et al. (2014); Paul (2015) Environmental factors 
(risk) ✓

Chan et al. (2008) Terrorism and crime rate 
(risk) ✓
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data is a crucial aspect that enables the ability to train the model, because the more it is accessible 
the better the algorithm will perform over time. The algorithm learns repeatedly from current and 
historical records and there can be scenarios where not enough or neither of it is yet available, which 
then handicaps the possibility to consider applying machine learning.

4.3 Machine Learning Algorithm
Logistic regression algorithm inclines to be suitable for this study, as to optimize the selection 
of supplier process by building up a classification model to filtering out unwanted suppliers and 
recommend the best in the list. According to Adam & Filip (2018), different learning approaches can 
work greater or poor depending on the type of problem and data. Logistic regression is part of the 
classification algorithms under supervised machine learning, used to predict binary outcomes for a 
given set of independent variables. The dependent variable’s outcome is discrete means either 0 or 1. A 
threshold value has to be set and in general it is picked as 0.5, points equal or falling below the threshold 
are considered to be 0 and those above the threshold as 1. In our case the customer’s requirements 
will be considered as independent variables and the supplier’s performances as dependent variable.

Figure 3. Framework support for supplier selection (own illustration)

Table 3. Selection of Eighteen (18) variables both qualitative and quantitative (own illustration)

Qualitative Quantitative

Variables

Flexibility and responsiveness Product Price

Product Quality/Reliability Stable delivery of good

Geographical location Delivery Compliance/Performance

Conformance to specification Tariff and taxes

Commitment to quality Lead-time

Customer response/communication Percentage of defective items

Quality assessment technique Production Capability
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In figure 4, the model predicts suppliers and classifies them based on their performances, 
whether above, equal, or below the threshold value. Suppliers with performances greater (>0.5) than 
the threshold value are classified above the red threshold line and are set as fit to meet customer’s 
requirements and those whose performances are equal (=0.5) or smaller (<0.5) are classified 
below the red threshold line and set as not fit to meeting customer’s requirements. Those Suppliers 
appearing above the red threshold line will make up the best recommendation list for suppliers as 
per the requirements.

Dataset for suppliers and customer’s requirements on selected variables will first need to be 
normalized and prepared. Supplier’s dataset is represented in the Y-axis as the dependent variable 
and for the X-axis, the customer’s requirements as independent variables (figure 4).

4.3.1 Training and Testing of the Model
Selected variables for the supplier selection are identified as labelled data and both variables 
and dataset are fed to the model. The dataset will be split into two 2 parts, the training data 
part which is used to train the model, and during the training process on historical dataset, 
the model learns about the correlation between supplier’s data and customer’s requirements 
data, and by then get tested using the testing data part (new data) to predict the best selection 
of suppliers as per customer’s requirements.

Logistic regression uses a probability function P(x) to forecast values of the dependent variable 
and draws a curved line between the points as opposed to a straight line in linear regression.

P(x) = 1

1 0 1+ − +( )�
�

e
xb b

 

Equation of a Sigmoid function.

β0: Intercept of line 
e: Euler’s number ~ 2.71828 
β1: Slope 
X: Independent variable set of values 

Figure 4. Logistic regression plotting graph. (own illustration)
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4.3.2 Evaluation of Model Accuracy and Performance
After training the model for a consecutive number of times, the model gets tested with new data on 
customer’s requirements and then predicts suitable suppliers for the requirements. The forecasting 
results objective is to obtain an accuracy level near 95% of truthfulness in the capacity of the predicted 
suppliers to actually meet the requirements and remaining 5% is about the factor of uncertainty. 
Logistic regression’s accuracy level is probabilistic, the higher it can select appropriate suppliers, 
the better its accuracy level gets, Ghahramani (2015) just well reported on probabilistic machine 
learning. The performance of the algorithm increases overtime when the model learns repeatedly 
from more data available. And as per Hurwitz & Kirsch (2018), machine learning models can predict 
for regular new data.

5. ReLeVANCe AND MANAGeRIAL CONTRIBUTION

With many challenges that today’s businesses deal with in the global supply chain, the selection of 
best and suitable suppliers plays a critical role in the operations involved to render an outstanding 
delivery and services to the customers. As customer’s requirements continue to grow and as 
well as the number of supplier increases, it is of great benefit for businesses to maximize on cost 
effectiveness, time management, lead-time delivery, and at most on customer’s satisfaction. In the 
process of fulfilling customer’s order requirements, a much greater attention is required as to avoid 
misleads with inappropriate suppliers, and sometime human errors and mismatches may occur if 
done manually, which can end up in a significant time consumption. From results proven machine 
learning techniques, like logistics regression, businesses can profit of such exceptional opportunities 
that help in intelligibly and expeditiously process customer’s order requirements based on supplier’s 
records and recommend the best list of suppliers for the requirements. The objectives and expectations 
are to improve on businesses’ profit, time saving and customer satisfaction, to deliver in a well time 
bounded, goods and services that correspond to customers’ requirements.

6. LIMITATION

The model of optimization used for this study is an attempt to better optimize the selection process of 
suppliers, especially when the suppliers base continues to grow. A non-consistent technology support 
that assists the process can significantly become expensive for corporates or industries to handle 
efficiently the process and maximize profit. Ensuring a long-term efficiency requires regular and 

Figure 5. Logistic regression curved line between the points (own illustration)
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rigorous control over the supplier’s performance and customer’s satisfactions. Suppliers should be 
willing to share on regular basis their consistent information updates, as to contribute in a sustainable 
collaboration with their partners in the procurement businesses. Selection of best suppliers contributes 
only in part for an optimized operation process with other interconnected components in the chain. 
However, it remains a challenge to believe of an overall optimization of supply chain operations when 
it addresses only one specific area in the global supply chain management. Still many important sub-
areas of supply chain management need to be identified and addressed.

7. CONCLUSION

Suppliers in the chain operation network represent a greater factor to ensuring reliability and 
effectiveness in the delivering of services. Determining the best often requires a strict control 
analysis and more flexibility which often comes at a cost of being subject of a continuing rigorous 
check on a long run, depending on the variations of requirements over time. Businesses will not 
have to rely always on human inconsistent decisions making power which at times are based on 
feeling, guts, or just a broader experience, and as per Adam & Filip (2018), humans are often liable 
to make mistake when it comes to the analysis and determination of variables relationships; and also 
according to Muhammad Babar Ramzan et al. (2019), the labor competence within the accessible 
work force differs from individual to individual, and which the human based system performance is 
totally depended on; and similarly Jayaswal et al. (2019), mention the implementation of an effective 
monitoring system that better analyze the worker’s outcomes in view of controlling the production 
shortcomings; and follows, Rita Yadav et al. (2021), who illustrate an interactive approach to please 
both parties, merchant and consumer, in balancing between pricing effect and product quality. Support 
in the decision-making process with proven developing technologies can better assist the process in 
handling efficiently repetitive analysis tasks that can sometime be very challenging and expensive 
for businesses to deal with enormous volume of data and make important decisions on regular basis, 
and Bryan & Tom (2016), explored the application and association of computer algorithms in human 
decisions in their daily lives. Application of modern approaches should allow further improvements 
on optimized solution for the growing challenges. Logistic regression algorithm demonstrates by 
its classification capability to extract in an efficient way best supplier as per the requirements, and 
its extent to deliver accurate results rapidly can help businesses and corporates improve over time 
efficiency, cost effectiveness and lead-time.

8. FUTURe ReSeARCH

The optimized model of supplier’s selection addressed by this study is just one way of finding the best 
solution to improve on this area. Many newer developing technological tools are emerging promptly, 
and more greater techniques can be assessed to further prove efficacity and obtaining higher accuracy 
results and one can also consider different approaches to selecting more variables to include in the 
optimization of the supplier selection process. Researchers have now greater focus to put into use 
and practices, many advanced developing tools already underway, just as reported by Wenzel et al. 
(2019), that due to the recent development in ML (machine learning) and based on the abstracts, a 
total number of 38 relevant papers were identified. Further improvements can always guarantee an 
adapt solution to the growing challenges.
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