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ABSTRACT

The NER task is largely developed based on well-annotated data. However, in many scenarios, the 
entities may not be fully annotated, leading to serious performance degradation. To address this 
issue, the authors propose a robust NER approach that combines a novel PU-learning algorithm and 
negative sampling. Unlike many existing studies, the proposed method adopts a two-step procedure 
for handling unlabeled entities, thereby enhancing its capability to mitigate the impact of such entities. 
Moreover, this algorithm demonstrates high versatility and can be integrated into any token-level 
NER model with ease. The effectiveness of the proposed method is verified on several classic NER 
models and datasets, demonstrating its strong ability to handle unlabeled entities. Finally, the authors 
achieve competitive performances on synthetic and real-world datasets.
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INTRODUCTION

Named-entity recognition (NER) is a well-studied task in natural language processing (NLP) (Tekli 
et al., 2021; Barbosa et al., 2022; Ehrmann et al., 2023) that has received significant attention (Huang 
et al., 2015; Ma & Hovy, 2016; Akbik et al., 2018; Li et al., 2020a). In the area of NER, previous 
methods have had great success (Zhang & Yang, 2018; Gui et al., 2019; Jin et al., 2019; Wang et al., 
2023). However, the majority of them rely on well-annotated data and ignore potential unlabeled 
entities, which are commonly encountered in many cases. Li et al. (2020c) discovered that NER models 
suffer significantly from the lack of annotations and referred to this as the unlabeled-entity problem.
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Unlabeled entities often arise from mistakes made by human annotators or the limitations of 
machine annotators. For instance, distant supervision is a classic method to produce labeled NER data 
automatically. However, owing to the limited coverage of knowledge resources, datasets generated 
through distant supervision often retain a significant number of unlabeled entities. Furthermore, 
enhancing performance with a small set of annotated data could significantly reduce costs. As such, 
developing an effective and versatile method for NER with unlabeled entities is of great research 
interest. However, there are several challenges. First, unlabeled entities will misguide the NER training 
process, causing the model to learn entities as negative instances. It is hard to identify unlabeled 
entities since they are always confused with negative instances. Second, the reduction of unlabeled 
entities results in a decrease in learnable data, making it challenging for the model to identify entities 
correctly. These challenges need to be effectively addressed.

Recently, numerous approaches to alleviate the unlabeled entity problem have been developed. 
To begin with, Li et al. (2020c) utilized a negative-sampling approach and trained a span-based model 
to mitigate the misguidance caused by unlabeled entities. They assumed that the unlabeled entities 
were unknown and thus applied random sampling to cover the unlabeled entities. This line of work 
was further extended by Li et al. (2022), who used a new weighted sampling distribution to perform 
a better sampling. Furthermore, Peng et al. (2021) considered reinforcement learning and trained a 
span selector to enhance the negative-sampling approach.

Another approach makes full use of the labeled data to approximate the true label sequences 
or detect the potential unlabeled entities. A classic algorithm called positive-unlabeled learning 
(PU learning) is designed for scenarios where some kinds of samples are easily obtained, but full 
labeling of all samples is either difficult to obtain or too costly. For instance, Mayhew et al. (2019) 
proposed the constrained binary learning method, which adaptively trained a binary classifier and 
assigned weights to each token using the CoDL framework (Chang et al., 2007). Peng et al. (2019) 
trained a PU-learning (Liu et al., 2002, 2003; Elkan & Noto, 2008; Shunxiang et al., 2023) classifier 
to perform label prediction; it can unbiasedly and consistently estimate the task loss. Zhang et al. 
(2022) proposed an adaptive PU-learning technology and then handled the unlabeled-entity problem 
by integrating it into a machine reading comprehension (MRC) framework. PU learning is widely 
applied in various fields where obtaining a comprehensive labeled dataset is hard or impractical, 
offering a solution to effectively utilize limited labeled data along with a larger pool of unlabeled 
data for better performance.

Another classic algorithm is partial conditional random fields (CRF) (Tsuboi et al., 2008), which 
is also an effective method for handling unlabeled entities (Yang et al., 2018; Jie et al., 2019; Ding 
et al., 2023). It functions by generating all potential label sequences for uncertain annotations and 
subsequently trains on these sequences.

The current methods have achieved great improvement in datasets with unlabeled entities. Despite 
their success, they also have some limitations. On the one hand, methods that rely on annotated data 
for self-denoising are heavily dependent on the quality of the available data. These methods often 
struggle to significantly reduce the impact of unlabeled entities. On the other hand, entirely ignoring 
annotated information might result in the underuse of valuable data (for example, the negative-sampling 
techniques). As such, we believe that strategies either entirely dependent on or independent of annotated 
data are suboptimal. We propose that some of the unlabeled entities can be identified through self-
learning methods, yet a certain fraction remains undetected. Thus, combining the advantages of both 
techniques could offer a more effective solution to the problem of unlabeled entities.

To better solve the unlabeled-entity problem, we propose a robust NER approach that combines 
a novel PU-learning algorithm and negative sampling. From our empirical studies, we found that the 
annotated data can be utilized to identify some unlabeled entities in the early stages of model training. 
However, this capability is constrained, and, notably, a significant portion of unlabeled entities are still 
confused with negative instances. To address this problem, our approach adopts a two-step strategy 
for better handling unlabeled entities. Specifically, based on our empirical findings, we propose a 
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novel PU-learning algorithm to handle the unlabeled entities in the first step, significantly reducing 
the misguidance caused by unlabeled entities. Following this, we apply negative sampling to further 
diminish the influence of remaining potential unlabeled entities. Through these two steps, we aim to 
handle unlabeled entities more effectively and establish a more stable NER model. Furthermore, we 
use the angle-based technique (Zhang & Liu, 2014; Zhang et al., 2016; Fu et al., 2022) to improve 
the accuracy of our PU-learning algorithm, which is first encountered in deep neural networks.

The key contributions of this study are that, first, unlike previous studies, we innovatively integrate 
PU learning with negative sampling, enhancing robustness in the handling of unlabeled entities. 
Second, we further enhance the capability of our approach by leveraging the angle-based technique 
in the proposed PU-learning algorithm. Third, our method offers significant flexibility. It allows for 
straightforward application into any token-level NER models.

We evaluate the proposed method using four classic NER models and six benchmark NER 
datasets. The proposed method generally enables significant improvement of all baseline models 
on synthetic datasets. In a real-world situation, our approach also delivers competitive performance. 
Notably, the computational cost caused by our method is significantly small.

PRELIMINARIES

The Unlabeled-Entity Problem
The unlabeled-entity problem arises in scenarios where the entities are not fully annotated and are 
treated as negative instances. This problem may be caused by the negligence of the human annotator 
or the machine-based annotator with limited capabilities. In the setting of the unlabeled-entity 
problem, all (or most) observed entities are correct. However, limited entities are annotated, and no 
reliable sample is available.

For instance, consider a phrase 曼联 (Manchester United) 球迷 (football fan) which adopts beginning-
inside-outside (BIO) tagging scheme. The true label sequence is {B-ORG,I-ORG,B-PER,I-PER}. 
As shown in Figure 1, when the unlabeled-entity problem occurs, the entity 曼联 is not annotated, and 
the corresponding labels are replaced with the tag O.

Figure 1. Unlabeled-Entity problem
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Motivation
As discussed in Li et al. (2020c), there are two causes for performance degradation in the unlabeled-
entity problem: the reduction of annotated entities and the misguidance of unlabeled entities. The 
second cause has far more influence than the first one, and it can be mitigated by removing all 
unlabeled entities (Li et al., 2020c). Ideally, we would be able to detect all unlabeled entities correctly. 
However, the unlabeled entities are always confused with true negative instances. Therefore, the 
current challenge is how to discriminate between unlabeled entities and negative instances.

Arpit et al. (2017) showed that deep neural networks learn simple patterns first and subsequently 
fit the noise. Inspired by this, we performed a simple study to understand the training process for 
unlabeled entities. To begin with, we introduced the definition of O-value. For token-level sequence-
labeling tasks, we always generated a k -dimensional decision vector for one token to match the 
classification, where k  is the number of tags. Consider the decision vector h Î k  of token c . The 
O-value of token c  is defined as h o


 , which is the value in h  corresponding to the O tag. Then we 

trained 30 epochs in the synthetic Weibo dataset with 50% unlabeled entities and plotted the average 
O-values for unlabeled entities and true negative instances. In this synthetic dataset, we randomly 
selected 50% of the labeled entities and relabeled them as O. Note that we counted every token to 
calculate the average. As shown in Figure 2, the average O-value for unlabeled entities is much smaller 
than the true negative instances in the first few epochs. With the increase of epochs, their difference 
becomes smaller and almost disappears. The result indicates that the unlabeled entities are learned 
by steps, which confirms the point of Arpit et al. (2017).

Since the difference in average O-values is significant in the early stage of training, we tried to 
detect unlabeled entities by their O-values. We fixed the number of training epochs at two and selected 
a portion of tokens labeled O, from those with the smallest to the largest O-values, to analyze their 

Figure 2. Average O-value for true O-tokens and unlabeled entities (Note: O-tokens are the tokens tagged as O)
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efficacy in detecting unlabeled entities. The results are in Figure 3. In general, the precision keeps 
decreasing while the recall keeps increasing as we pick more tokens. As a result, we can detect only 
a portion of unlabeled entities correctly. The others are still confused with the negative instances after 
training, and we have to pay more to cover them. Therefore, we can achieve only limited improvement 
in the unlabeled-entity problem by utilizing labeled data.

METHODOLOGY

In this section, we will introduce: (1) the proposed two-step learning approach, which encounters 
both PU learning and negative sampling; (2) the application of the angle-based technique; (3) the 
implemention of the CRF layer.

Robust Two-Step Learning
The core framework of our approach is depicted in Figure 4. In general, we detect a part of the 
unlabeled entities by self-learning in the first step and then apply negative sampling to further enhance 
our model. In the first step, we aim to detect and then remove some unlabeled entities with high 

Figure 3. Precision (left) and recall (right) for detecting unlabeled entities

Figure 4. The architecture of our two-step method, in which the pu-learning and negative-sampling approaches are encountered 
(Note: D is the original dataset and D̂ is the modified dataset)
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confidence in preparation for the following negative-sampling step. Inspired by the empirical studies 
in the Preliminaries section, we propose our novel PU-learning algorithm. The details are as follows.

Consider a NER model and the training set D i N
i i= ( ) = …{ }( ) ( )x y, , , ,1 ,  where 

y i i

s

i
y y

i

( ) ( ) ( )= …( )1
, ,  and s

i
 is the length of i th sentence. In empirical studies, we observed that 

characters with smaller O-values tend to represent unlabeled entities, especially in the initial training 
epochs. As such, we first train the model for n  epochs, where n  is a small hyperparameter. After 
training, we fix the trained model and calculate the decision vectors for all tokens at this point, denoted 

as f x h h hi i i
s
i

i

( ) ( ) ( ) ( ) ×( ) = = …( ) ∈1
, , s ki  for the j th sentence. Afterward, we summarize O-values 

for all tokens tagged as O in:

h
j

i

i j

i
o i N j s y O( ) ( )


 ≤ ≤ ≤ ≤ ={ }1 1, , 	 (1)

Here, we employ an intuitive and efficient PU-learning algorithm. Specifically, we select the 
smallest l*m


  O-values in (1) and will remove their corresponding losses in the subsequent training 

process. We define 
j
 as the set of index for the deleted tokens in the j th sentence. Here, 0 1< <l  

is a hyperparameter, m  is the number of O-values, and 

  is the ceiling function. Since the smaller 

l  yields higher precision, we prefer choosing a smaller l  in practice. It is noted that we restart our 
training process using the new loss function after n  epochs. It means the initial n  epochs serve as 
exploratory training to identify a subset of unlabeled entities with higher confidence, followed by 
retraining. This is the core idea of our PU-learning approach.

Furthermore, we did not change the computations within the input layer and hidden layer. We 
only selectively discarded losses corresponding to the selected tokens. Therefore, the PU-learning 
approach can be easily extended to any token-level NER models. However, this is challenging to 
implement in loss functions with successive structures, such as CRF. We will discuss this in the 
following sections. Take the cross-entropy loss as example. After removing some potential unlabeled 
entities, the training loss becomes:
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where q h
j

i

j

i( ) ( )= ( )Softmax .

In PU learning, we successfully identify and remove a portion of unlabeled entities, but this is 
not sufficient. In the next step, we will further enhance the algorithm using negative sampling. It is 
important to note that this negative sampling approach is applied after the initial exploratory training 
process. We will apply random sampling on the remaining tokens tagged as O. Inspired by Li et al. 
(2020c), we generate a candidate set of all potential unlabeled entities for each sentence x i( ) :

L A
i l

i

i
j k j l k y O l= ( ) ∀ ≤ ≤ = ∉{ }( ), , ,| 	 (3)
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Then we randomly sample g*s
i





  spans from 

i
 and give these spans a special non-entity label. 

Here, g  is an important hyperparameter used to control the degree of sampling. The labels of these 
spans are replaced with the corresponding beginning-middle-end-single-outside (BMESO) or BIO 
tags, and the modified label sequences are defined as ŷ i( ) . Ultimately, the dataset we used is 
ˆ ˆ, , , , ,D i N

i i

i
= ( ) = …{ }( ) ( )x y  1 . Taking cross-entropy loss as an example, our loss function then 

becomes:
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The details of our method are presented in Algorithm 1. Note that given any token-level NER 
model, we can conduct exploratory training, remove O-tokens, apply negative sampling, and then 
retrain the model. As such, it is evident that the proposed method can be transferred into any token-
level NER model. The practical models and scenarios will be applied in the Experiments section.

Li et al. (2020c) used negative sampling in a span-level NER model, which treated a span as 
the basic unit for labeling. Unlike Li et al. (2020c), we still treat the token as the basic unit. Thus, 
our method can be easily applied to many existing NER models since we modify only the training 
dataset and do no harm to the model. At the inference step, we treat the predicted non-entity spans 
as negative instances.

The proposed method is trained using the Adam optimizer. The hyperparameters that need to be 
determined include the initial training epoch n , the selection ratio » , the sampling rate ³ , and the 
learning rate ± . The optimal hyperparameters are determined based on the prediction accuracy in 
the validation set (if available). We also apply early stopping to avoid overfitting. The training process 
is terminated if the performance on the validation set does not improve across multiple epochs or if 
it reaches the maximum epoch.

Angle-Based Decision Vector
We note that the current decision vector used in our PU-learning algorithm is suboptimal. For instance, 
the decision vector we have always used is undefinable since it does not satisfy the sum-to-zero 
constraint, which will degrade the performance. Take h

j

i( )  as an example. If we add a constant to each 

value of h
j

i( ) , the classification results remain unchanged, but the accuracy of detecting small O-values 
is significantly reduced. Thus, we would like to implement the proposed method using the decision 
vector with sum-to-zero constraint. However, adding such a constraint directly in the deep neural 
network would be challenging to optimize.

Note that a single decision vector can be used to separate two classes. Analogously, a 
k −( )1 -dimensional decision vector should be sufficient for a k -category classification problem 

(Zhang & Liu, 2014). As a result, using a k -dimensional decision vector to match a k -category 
classification problem is redundant. To handle these difficulties, we will then introduce the angle-
based technique. In the previous study of machine learning, Zhang and Liu (2014) proposed an 
angle-based technique to solve this problem, in which the angle-based classifiers can automatically 
satisfy the sum-to-zero constraint with fewer parameters.

To begin with, consider a centered simplex in k-1  with elements:
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where e
j

k∈ − 1  is a vector of zeros, with the j th element as 1. We only require a k −( )1 -dimensional 
output to match the k -category classification in our tasks by the angle-based setting. For illustration, 

Algorithm 1. The two-step algorithm

Input: { x yi i( ) ( )( ) = …, , , ,i N1 }, n , l , g , initial learning rate a

1: f ¬  Initialize the NER model
2: for i n¬ 1�to�  do

3: f̂ ¬  Update NER model with original dataset { x yi i( ) ( )( ) = …, , , ,i N1 } with the Adam optimizer

4: Calculate O-values for all tokens using f̂  and generate the index set 
j
 using l

5: Generate the candidate sets 
i
 for all sentences

6: Apply negative sampling using g  and generate x yi i

i

( ) ( )( ) = …{ }, , , , ,ˆ  i N1

7: f ¬  Initialize the NER model
8: while Overall stopping criterion is not met do

9: f * ¬  Update NER model using x yi i

i

( ) ( )( ) = …{ }, , , , ,ˆ  i N1  with the Adam optimizer

10: Apply negative sampling using g  and generate x yi i

i

( ) ( )( ) = …{ }, , , , ,ˆ  i N1

11: end while

Output: The optimal model f *

Figure 5. How the angle-based technique works
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we define the required output for one token as h . Then we generate the k -dimensional angle-based 
decision vector by inner product, namely   h h hT T T

k
W W W
1 2
, , ,…( ) . One can verify that the sum-to-

zero constraint, 
i

T
iåh W , is automatically satisfied. Moreover, the needed hidden outputs are 

k −( )1 -dimensional, which can reduce the parameter size to a certain extent. Figure 5 shows the 
details about how the angle-based technique works. See Zhang et al. (2016, 2018), Yang et al. (2021), 
and Fu et al. (2022) for more implementations of the angle-based technique in large-margin classifiers. 
To show effectiveness, we conducted a study similar to that in the Preliminaries section. From Figure 
6, we find that using an angle-based decision vector can achieve higher precision and recall in detecting 
unlabeled entities than the original.

Implementation of CRF
Due to the successive structure of the CRF layer, we cannot directly remove specific tokens in the 
first step. Thus, we will introduce how to implement our method in the CRF layer. Consider the 
decision vectors h h

1
, ,¼

n
 for sentence x  with length n . For the original CRF, the probability of a 

label sequence y = …{ }y y
n1

, ,  is:

p i i y y y

i i y y y

i i i

i i i

y x
h T

h T
y

#( ) =
+( )( )
+( )(

∑
∑ ∑

−

−

exp

exp

, ,

, ,

1

1

  

))
	 (6)

where y  represents an arbitrary label sequence and T
y yi i-1,

 is the transition score from y
i-1  to y

i
. 

Utilizing the CRF structure, we remove the tokens by disregarding their scores, and the modified 
probability is:

ˆ ,
, ,

,

p
i i y y y

i i y y

i i i

i i

y x
h T

h T
y

#  


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∉

∉

∑

∑ ∑
−
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1

  ,,yi
( )( )

	 (7)

Figure 6. Precision (left) and recall (right) for detecting unlabeled entities
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where   is the set of tokens deleted in the first step.

For training set ˆ ˆ, , , , ,D i N
i i

i
= ( ) = …{ }( ) ( )x y  1 , we use the sentence-level log-likelihood loss 

to train the model, which is commonly applied in many scenarios (Daou et al., 2021):

L p
j

j j

j
= − ( )






∑ ( ) ( )log ˆ ˆ ,y x  	 (8)

For inference, the Viterbi algorithm is employed to identify the best label sequence.

EXPERIMENTS

We conducted an extensive set of experiments on multiple classical NER models to investigate the 
effectiveness of our method. Experiments on real-world datasets and synthetic datasets are available. 
We will demonstrate that our method can be robust against unlabeled entities in the synthetic datasets. 
For real-world datasets we also achieve competitive performance. We use the standard F1-score (F1) 
as the evaluation metric.

Experimental Setup
Datasets
We conducted our experiments on six benchmark NER datasets, which were (1) Weibo (Peng & 
Dredze, 2015); (2) Resume (Zhang & Yang, 2018); (3) OntoNotes 4.0 (Weischedel et al., 2011); (4) 
MSRA (Levow, 2006); (5) EC (Yang et al., 2018); and (6) NEWS (Yang et al., 2018). The training 
data for EC and NEWS comprise two components: (1) a rigorously annotated set generated by human 
annotators; (2) a subset derived from distant supervision, marked by suboptimal annotations with 
abundant unlabeled entities. The evaluation datasets for both EC and NEWS are well-annotated. The 
statistics of the datasets are shown in Table A1. We constructed the synthetic datasets by contaminating 
two small datasets, Weibo and Resume. Specifically, we randomly selected at least 10% and up to 
70% of entities in a training set and flipped their labels to O tags.

Baselines
To evaluate our method, we chose four different classical NER models:

•	 Bi-LSTM: A common Bi-LSTM+CRF (Huang et al., 2015) structure using the word2vec 
(Mikolov et al., 2013; Gu et al., 2022) embedding pretrained by Zhang and Yang (2018).

•	 FLAT: The Flat Lattice Transformer (Li et al., 2020b) using the same embedding as Bi-LSTM.
•	 BERT+Word: A strong BERT base model proposed by Liu et al. (2021), which uses a bilinear 

attention-weighted word vector as a supplement to the BERT input and uses LSTM and CRF as 
the fusion layer and inference layer, respectively.

•	 LEBERT: The recommended model in Liu et al. (2021), which is a combination of Lexicon 
Adapter and Transformer.

Overall, our choice of models was diverse, with two using BERT, two using Transformer, and 
one using just Bi-LSTM. For synthetic datasets, we report the F1-scores of each model with and 
without using our method. In addition, we carried out ablation studies to examine the contribution 
of the angle-based decision vector in synthetic Weibo NER. For real-world datasets, we compare the 
performance of BERT+Word and LEBERT using our method to their original procedure.



International Journal on Semantic Web and Information Systems
Volume 20 • Issue 1

11

Hyperparameters
Recall that the parameter n  is the number of epochs for the first training, l  stands for the proportion 
of removed tokens, and ratio g  represents the degree of negative sampling. We have found that the 
difference between unlabeled entities and true negative instances is huge in the first few epochs. Thus, 
the candidate set we used for n  is 1 2 3, ,{ } . Note that it is inappropriate to set l  as too small or too 

large values. Empirically speaking, we selected l  in 0 1 2 0 1 2 0 15 4. , . , , .× × …{ }− − . We tended to use 
a large l  when the proportion of unlabeled entities increased. For real-world datasets, we always 
used the minimum value, 0 1 2 5. × − . To select the best parameter g , we used the grid search in 
0 0 1 0 2 0 3, . , . , .{ } . Other hyperparameters were the same as the original method.

RESULTS

Synthetic Datasets
Tables 1–4 summarize the results of synthetic datasets. Figures 7 and 8 show the results of 
synthetic Weibo datasets, and the results for Resume can be found in the Appendix. For clarity 
reasons, /A indicates that we did not employ the angle-based decision vector. In general, each 
baseline method achieved better performance in handling unlabeled entities. For instance, when 
the proportion of unlabeled entities in Resume increased from 0.1 to 0.7, the F1-score of the 
original LEBERT model decreased by 90.67. After applying the proposed method, the F1-score 
decreased by only 3. This demonstrates the effectiveness of our method, even with a very few 
labeled entities. Furthermore, the ablation studies show that the angle-based decision vector is a 
beneficial addition for our method. Comparison of the results indicates that our method is more 
effective on BERT+Word and LEBERT than on FLAT and Bi-LSTM. This is likely because a 
strong NER model can acquire more precise underlying information in the first training, thus 
improving the performance of our method.

Table 1. The experimental results (F1-Score) for BERT+Word (Prob. represents the probability of labeled entities that be flipped 
to ‘O’ tags)

Prob. BERT+Word

Weibo Resume

Original Ours Ours/A Original Ours

0 1. 64 85. 67 03. 66 67. 94 96. 95 66.

0 2. 60 95. 66 36. 65 39. 94 56. 95 36.

0 3. 56 24. 65 39. 64 87. 94 18. 95 18.

0 4. 53 08. 65 09. 63 82. 92 88. 95 09.

0 5. 49 10. 63 88. 62 73. 64 78. 94 45.

0 6. 43 29. 63 63. 61 31. 13 24. 94 13.

0 7. 31 75. 63 38. 59 68. 1 63. 85 10.
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Real-World Datasets
Table 5 shows the results for four well-annotated datasets. Specifically, we improved the F1-score in 
Weibo by 2.84% and Resume by 0.73%. For the LEBERT model, we achieved better results in Weibo, 
Resume, and MSRA. However, the F1-score on OntoNotes 4.0 is 0.12% worse than the original model. 
This demonstrates that our method can enhance performance in well-annotated datasets. There are 
two possible reasons that account for this. First, the well-annotated datasets may also have unlabeled 
entities, which can also lead to misguidance. Second, some true negative instances may also misguide 
the NER models. We will further discuss these factors in the following section.

The results for EC and NEWS are summarized in Table 6. As mentioned before, the two datasets 
are generated by distant supervision and thus have numerous unlabeled entities. In general, compared 

Table 2. The experiment results (F1-Score) for LEBERT

Prob. LEBERT

Weibo Resume

Original Ours Ours/A Original Ours

0 1. 65 80. 69 34. 68 28. 94 50. 95 16.

0 2. 65 31. 68 75. 67 45. 94 16. 94 91.

0 3. 62 31. 68 17. 67 04. 93 17. 94 95.

0 4. 56 76. 67 71. 66 59. 91 11. 94 46.

0 5. 54 37. 65 73. 65 07. 70 07. 94 02.

0 6. 43 87. 64 32. 63 92. 43 54. 93 27.

0 7. 29 34. 62 88. 61 19. 3 82. 92 40.

Table 3. The experiment results (F1-Score) for FLAT

Prob. FLAT

Weibo Resume

Original Ours Ours/A Original Ours

0 1. 57 38. 59 97. 59 62. 95 10. 95 27.

0 2. 57 18. 59 68. 59 10. 94 95. 95 22.

0 3. 53 90. 59 00. 57 99. 94 81. 95 14.

0 4. 49 25. 56 09. 55 12. 94 16. 94 70.

0 5. 47 30. 53 53. 53 25. 89 52. 92 50.

0 6. 46 46. 49 85. 49 45. 57 89. 72 39.

0 7. 42 14. 49 19. 48 82. 24 29. 68 58.
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to the baseline models, we achieved significant improvement in both EC and NEWS datasets. For 
instance, the F1-score in EC is 70.18, compared to 61.75 (Partial CRF), 55.72 (Bert-MRC), 66.17 

Table 4. The experiment results (F1-Score) for Bi-LSTM

Prob. Bi-LSTM
Weibo Resume

Original Ours Ours/A Original Ours

0 1. 47 73. 49 47. 48 67. 93 96. 94 13.

0 2. 46 32. 48 63. 46 71. 93 93. 94 07.

0 3. 41 91. 45 03. 44 78. 93 10. 93 72.

0 4. 33 58. 37 75. 36 56. 92 01. 93 02.

0 5. 28 68. 35 10. 33 22. 83 53. 87 66.

0 6. 19 54. 27 52. 27 26. 39 81. 47 85.

0 7. 8 24. 12 76. 9 83. 5 33. 17 85.

Figure 7. Plots of the experimental results (F1-Score) on synthetic weibo datasets for BERT+Word (left) and LEBERT (right)

Figure 8. Plots of the experimental results (F1-Score) on synthetic weibo datasets for FLAT (Left) and Bi-LSTM (Right)
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(negative sampling 1), and 67.03 (negative sampling 2). These results indicate that our method is not 
only robust on synthetic datasets, but is also competitive on the real-world datasets.

Compared to the non-robust baselines, we have achieved significant improvement in two kinds of 
synthetic datasets. This indicates that our method enhances robustness across various NER models. As 
stated before, the baselines we selected are diverse token-level NER models, demonstrating the versatility 
and scalability of our approach. In both well-annotated datasets and distant-supervision datasets, we 
also obtained competitive performance. This reflects the practical significance of our method.

Case Study
We have shown the validity of our method in real-world datasets. Note that the real-world datasets 
may contain very few or even no unlabeled entities. One natural question is how our method improves 

Table 5. Real-World datasets results (F1-Score) for BERT+Word and LEBERT

Model Weibo Resume OntoNotes 4.0 MSRA

Lattice LSTM (Zhang & Yang, 2018) 63 34. 94 51. 75 49. 92 84.

CAN (Zhu et al., 2019) 59 31. 94 94. 73 64. 92 97.

WC-LSTM (Liu et al., 2019) 65 30. 94 49. 75 79. 93 50.

SoftLexicon (Ma et al., 2019) 69 11. 95 35. 81 34. 95 54.

FLAT 68 07. 95 78. 80 56. 95 46.

BERT+Word 68 32. 95 46. 81 03. 95 32.

LEBERT 70 75. 96 08. 82 08. 95 70.

Our Bert+Word 70 26. 96 16. 81 34. 95 44.

Our LEBERT 71 00. 96 24. 81 98. 95 73.

Table 6. Real-World datasets results (F1-Score) for EC and NEWS

Model EC NEWS

Weighted Partial CRF (Jie et al., 2019) 61 75. 78 64.

Bert-MRC (Li et al., 2020a) 55 72. 74 55.

Negative Sampling (Li et al., 2020c) 66 17. 85 39.

Negative Sampling (Li et al., 2021) 67 03. 86 15.

BERT+Word 68 02. 93 21.

LEBERT 68 35. 93 24.

Our Bert+Word 69 72. 93 88.

Our LEBERT 70 18. 94 05.
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the performance of BERT+Word and LEBERT. This is demonstrated by analyzing some removed 
tokens on Weibo. We show a portion of the removed tokens and the corresponding sentence fragments 
in Table 7. These removed tokens can be categorized into three types. To begin with, they might be 
entities from other undefined categories, such as 上海国际车站 and 卫生院. Second, they may be 
close to the existing entities, such as 何主席 and 沈太太. Note that substituting any other person-
type entity for these tokens would still result in coherent sentences. Third, they may be fabricated or 
erroneous, such as 淘宝元 and 吴小. To conclude, such tokens may also misguide the NER model. 
Therefore, our method is also significant in real-world datasets.

Efficiency of Our Method
Table 8 reports the extra training time required after applying our method in LEBERT. Note that 
parameters l  and g  have a negligible effect on computational speed. Hence, we report the results 
only when n  is varied. According to the table, our method adds no more than 8% additional training 
time when n = 1 . If we use n = 3 , the extra training time required can still be under 20%. Thus, 
the computational cost of our method is significantly small.

RELATED WORK

In recent years, we have witnessed the rapid advancement of deep learning and its successful 
applications (Sarivougioukas & Vagelatos, 2022; Lv et al., 2022; Zhou et al., 2022b; Jiao et al., 2023). 
NLP is a pivotal domain within deep learning and encompasses various developmental trajectories 
and applications (Ismail et al., 2022; Vats et al., 2023), such as text classification (Singh & Sachan, 
2021; Miri et al., 2022), text-to-image synthesis (Chopra et al., 2022), and unsupervised information 

Table 7. Examples of removed tokens

Sentence fragments Removed tokens

上海国际车展 上海国际车展
Shanghai International Auto Show

卫生院的那个 卫生院
Health Center

探访一下何主席 何主席
Chairman He

想当沈太太 沈太太
Mrs. Shen

淘宝元专区 淘宝元
Tao Bao Yuan

吴小公民的微博 吴小
Wu Xiao

Table 8. The percentage of extra training time due to our method

n Weibo Resume OntoNotes 4.0 MSRA

1 2.21% 5.15% 6.29% 7.31%

2 4.17% 11.97% 13.56% 14.47%

3 6.30% 15.73% 17.79% 19.72%
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extraction (Sarkissian & Tekli, 2021; Hajjar & Tekli, 2022). Among these domains, knowledge graphs 
are an indispensable component and have extensive applications in various fields (Zhao et al., 2022; 
Zhou et al., 2022a; Li et al., 2023), such as health care and cybersecurity (Gou et al., 2017; Sahoo 
& Gupta, 2019).

NER is a crucial task in knowledge graphs and has received significant attention. In Chinese 
NER, leveraging the word information can significantly improve the performance. A possible strategy 
is to perform word segmentation first, followed by the NER task. Unfortunately, because the cross-
domain word segmentation is still an unsolved problem (Liu & Zhang, 2012; Jiang et al., 2013; Liu 
et al., 2014; Qiu & Zhang, 2015; Chen et al., 2017; Huang et al., 2017), this strategy may result in 
error propagation. Another line of work is enhancing lexicon information in character-based models 
such as Lattice LSTM (Zhang & Yang, 2018), FLAT (Li et al., 2020b), LEBERT (Liu et al., 2021), 
and MCL (Zhao et al., 2023), which has demonstrated a significant benefit in merging the word 
information and preventing error propagation.

However, the NER models suffer from the unlabeled-entity problem in many scenarios (Zhang 
et al., 2020). Recently, numerous ways to address this issue have been proposed. Fuzzy CRF 
and AutoNER (Shang et al., 2018) handle the unlabeled entities by learning from high-quality 
phrases. Another approach for solving this problem involves the use of PU learning (Mayhew et 
al., 2019; Peng et al., 2019), which builds a distinct binary classifier to detect unlabeled entities. 
Partial CRF (Yang et al., 2018; Jie et al., 2019) is an extension of common CRF that allows NER 
models to learn from incomplete annotations. Li et al. (2020c) discovered that the primary cause of 
performance degradation is misguidance of unlabeled entities and employed a span-level negative 
sampling model to mitigate the misguidance. However, the current methods either rely entirely 
on the labeled data or do not encounter labeled data at all, which may be suboptimal for handling 
the unlabeled-entity problem.

CONCLUSION

In this work, we propose a two-step method to handle the unlabeled-entity problem. Our first 
step is based on the finding from empirical studies, which is proven to be effective in detecting 
unlabeled entities. The second step borrows the negative sampling method in the sequence 
labeling task, which is a helpful aid to the first step. As previously mentioned, methods that 
either entirely rely on or completely ignore annotated data are suboptimal. Hence, our method 
integrates the advantages of both and achieves superior results. Furthermore, we are the first 
to employ the angle-based technique in deep neural networks, which certainly enhances the 
effectiveness of our first step.

Compared to many existing methods, the proposed method is more scalable and efficient. Any 
token-level NER model can utilize our method to enhance its effectiveness and gain robustness in 
dealing with unlabeled entities. Similarly, our approach can be extended to other domains such as 
relation classification and text analysis, addressing issues of sparse or noisy annotations. Through 
empirical research, we have conducted an in-depth analysis of the noise-training process in NER 
models, which is beneficial for both this and future studies.

The experimental results demonstrate that the proposed method is effective in distant-supervised 
datasets and partially annotated datasets. This offers many meaningful applications. For example, in 
medical-document analysis, medical records and clinical reports often contain numerous new technical 
terms and entities. Moreover, in data sources such as news, scientific papers, and social media, the 
complexity of knowledge often makes it challenging to fully annotate all entities. In these cases, our 
model can be of significant assistance.

There may be multiple directions for future research. One interesting future direction is to extend 
our method to other scenarios or models. For example, the proposed method can be appropriately 
modified for the span-level NER models or to address incorrect entities in NER datasets. It can also 
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be of interest to further enhance the proposed PU-learning algorithm or develop more effective 
PU-learning algorithms. Note that the proposed approach is helpful in the NER domain. It may be 
desirable to apply the idea to other tasks such as relation classification and text analysis. Finally, it 
may be of interest to conduct more experimental analysis.
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APPENDIX

Table 9. The statistics of the datasets

Dataset Type Train Dev Test

Weibo Sentence 1 4. k 0 27. k 0 27. k

Char 73 8. k 14 5. k 14 8. k

Resume Sentence 3 8. k 0 46. k 0 48. k

Char 124 1. k 13 9. k 15 1. k

OntoNotes Sentence 15 7. k 4 3. k 4 3. k

Char 491 9. k 200 5. k 208 1. k

MSRA Sentence 46 4. k - 4 4. k

Char 2169 9. k - 172 6. k

EC Sentence 3 66. k 0 4. k 0 8. k

Char 30 6. k 3 1. k 6 1. k

NEWS Sentence 6 72. k 3 33. k 3 19. k

Char 326 5. k 149 0. k 132 1. k

Figure 9. Plots of the experimental results (F1-Score) on synthetic resume datasets for BERT+Word (left) and LEBERT (right)
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Figure 10. Plots of the experimental results (F1-Score) on synthetic resume datasets for FLAT (left) and Bi-LSTM (right)


